
Introduction

Why Quantum Physics?

"I wish to guide you on an excursion which is
 long and rather difficult but worth the trouble,
 so I am going to climb ahead of you, slowly."

Golem's Inaugural Lecture
in Imaginary Magnitude
by Stanislaw Lem

How does the universe work?

What are the principles that underlie natural phenomena?

Philosophers have pondered such questions for millennia. Their
answers reflect the world view  of modern civilization - how we
perceive ourselves in relation to the universe.

In the early years of the 20th century, the dominant world view was
determinism , a tenet that had its origins in the philosophic thinking
of Descartes. Descartes metaphor for the universe was a gigantic
clockwork machine, a Rube Goldberg device that grinds relentlessly
onward, towards eternity. According to its interpretation, the future
is preordained and fully predictable. All of existence is described
precisely by physical laws, and, in principle, can be known by us.

Nature, however, had a surprise in store for philosophers. In the
first decades the 20th century, they were to see this world view
subverted, uprooted, and toppled by a young upstart physical theory
called quantum mechanics . Theoretical physics has come a long way
since those fateful days in the 1920's and 30's when physicists were
taking the first tentative steps towards a radical new definition of
reality.

The foundation of all advanced physical theory is quantum mechanics,
which is the subject matter of this seminar.

What is quantum mechanics?

You probably know that if you want to understand how a transistor
works or the principles behind the laser in your compact disc player
you better not use classical physics.

Newton's mechanics and Maxwell's electromagnetic theory can explain
macroscopic  phenomena, such as the motion of billiard balls and
rockets or the operation of a capacitor in a circuit, but fail
spectacularly when applied to microscopic  phenomena, such as
proton-atom scattering or the flow of electrons in a semiconductor.

An understanding of such processes requires a better mousetrap,
namely, quantum mechanics.

More precisely, quantum mechanics  is a collection of postulates based
on a huge number of experimental observations, and the tools derived
from those postulates.
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We use these tools to analyze, predict, and understand microscopic
phenomena. Hence, quantum theory forms the bedrock of the modern
physics of matter - atoms, molecule and solids - and is at the core
of such diverse sciences as astrophysics and biochemistry, In its
more pragmatic guises, quantum mechanics plays a vital role in a vast
array of technological applications, some of which we use everyday -
e.g., the microchips in the computer that I used to write these
notes.

Thus, in one form or another, quantum physics pervades the life of
everyone in our high-tech world. Discussing the importance of quantum
mechanics to non-physicists, Heinz R. Pagels has written in the
Cosmic Code

"When the history of this century is written, we see
    that political events - in spite of their immense

 cost in human lives and money - will not be the most 
 influential events. Instead, the main event will be
 the first human contact with the invisible quantum
 world and the subsequent biological and computer 
 revolutions."

You are about to make contact with the quantum world.

In this introductory section we will ease into this bizarre world. We
will begin with a short discussion of classical mechanics. We will
also see the way in which this classical structure supported the
deterministic ideas of philosophers of the early 1900's. Then we will
take a whirlwind tour of the world according to quantum physics,
focussing on some of the new ideas that so devastated the Newtonian
view.

This introductory section and the next section of these notes will
provide a bird's eye view of quantum theory. In them, we will examine
qualitatively the central ideas of the theory. Then, in the following
sections of the notes, we will set off on a voyage of discovery,
formulating these quantum mechanical ideas mathematically and
applying them to the microscopic universe of photons, electrons,
atoms, K-mesons, neutrinos and so on.

The Classical Point of View

Consider Newtonian mechanics. In their simplest form, the laws of
classical mechanics are written in terms of particle trajectories. So
the trajectory  underlies the structure of classical physics and the
particle  underlies its model of physical reality.

Particles and their Trajectories

Physicists, classical or otherwise, study the universe by
investigating isolated fragments of it. These little chunks of
existence are called  systems . Classical physics applies to
macroscopic systems, quantum physics to microscopic systems. A
system , then, is just a collection of particles that interact among
themselves via internal forces and that may interact with the world
outside via external fields.
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possessing a variety of physical properties that can be measured. In
physical theory, measurable quantities are called observables . By
listing the values of the observables of a particle at any time we
can specify its state . The trajectory is an equivalent and more
convenient way to specify a particle's state. The state of the system
is just the collection of the individual particle states making up
the system.

Extrinsic versus Intrinsic Properties:  Classical physicists
often characterize properties of a particle as intrinsic  or
extrinsic . Intrinsic properties  do not depend on the particle's

    location, do not evolve with time, and are not influenced by
its physical environment - rest mass and charge are intrinsic 
properties. Extrinsic properties , on the other hand, evolve
with time in response to the forces acting on the particle - 
position and momentum are extrinsic properties.

According to classical physics, all properties, intrinsic and
extrinsic, of a particle could  be known to infinite precision. For
example, we could measure the precise values of the position and the
momentum of a particle at the same time.

Of course, precise knowledge of everything is an illusion in the real
world where neither the measuring apparatus nor the experimental
technique is perfect and experimental errors trouble physicists as
they do all scientists. But, in principle , both can be made perfect,
that is, our knowledge of the physical universe is limited only by
ourselves, not be nature.

How does a classical theorist predict the outcome of a measurement?
She uses trajectories. The trajectory of a single particle consists
of the values of its position and momentum at all times after some
initial time t0 :
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Trajectories are the state descriptors  of Newtonian physics.
Conventionally, we think of a trajectory as a path in geometrical
space. In classical physics, however, a trajectory is usually taken
to mean a path in phase space  defined as momentum versus position  for
all times t t³ 0 .

To study the evolution of the state represented by the trajectory
(1.1) we use Newton's Second Law of motion
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In classical physics the energy of a particle is given by
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for the benefit of those of you starting to study multivariable
calculus! To obtain the trajectory for t t> 0 , we need only know the
potential energy function and the initial conditions (the values of
the position and momentum at the initial time t0 . With the trajectory
in hand, we can study the various properties of the particle in the
state that is described by the trajectory, for example it energy and
angular momentum.

Notice that classical physics implicitly assumes that we can measure
the initial conditions without disturbing the motion of the particle,
that is, that in measuring the momentum of the particle, we transfer
to it only a negligible amount of momentum. To determine the initial
momentum we must measure the initial velocity. The velocity is the
rate of change of position, so to measure the velocity we must
observe the position at two nearby times making the time interval
between them as small as our instrument will allow. Such position
measurements necessarily involve a change in the particle's momentum,
but this effect is negligible for a macroscopic particle.

Thus,  the scheme of classical physics , which we may describe as The
Newtonian Universe Clock, which when fed the proper information
(particle masses, forces on and between the particles, initial
conditions), predicts the future of the universe, is based on precise
specification of the position and momentum of a particle . This
machine is now obsolete!

I do not mean to imply by this short description that classical
physics is easy. Solving the equations of motion for a system with
lots of particles interacting among themselves or exposed to
complicated external fields is a formidable task. Contemporary
applications of Newtonian mechanics to problems like the motion of
planets in the solar system or galaxy-galaxy collisions, require
massive parallel computing systems. In many cases, one may be unable,
using present technology, to solve these equations.

The important point, however, is that, in principle , given sufficient
time and computing resources, we could predict from the initial
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system or even the entire universe. That is the classical view.

The Determinate Universe

The underlying assumptions and philosophical implications of
classical physics are so familiar that you may have never given them
a second thought. For example, classical physics ascribes to the
universe and objective reality, an existence external to and
independent of any measurements that might be made. This assumption
reassures us that when we do research in physics we are studying what
is actually "out there" and that we can design experiments that do
not affect in any significant way the systems they measure. That is,
in an objective universe we can control the interaction between the
measuring apparatus  and the system being measured  and, if clever
enough, can make this interaction negligibly weak.

Our central assumption about the nature of the classical universe is
that it is predictable. Knowing the initial conditions of the
constituents of any system, however complicated, we can use Newton's
Laws to predict the future precisely, without ambiguity or
uncertainty. This notion is the essence of determinism , which
supported by Newtonian mechanics, dominated philosophical thinking
until the advent of quantum theory.

If the universe is determinate, then for every effect there must be a
cause. After all, if all  events, all  phenomena can be predicted and
explained precisely by physics, then it must be possible to backtrack
from any event to find, somewhere in the dim recesses of history, its
cause. We many have to look long and hard - the bird that just fell
off the tree limb outside my window may have been influenced by an
event during the Peloponnesian wars - but somewhere there is  a cause.
That is what the principle of causality  says.

Causality was an important element of 19th century philosophy. It had
important implications for physicists of that era for it guaranteed
the reproducibility of experiments, that is, that two identical
systems with the same initial conditions ( same state) subject to the
same measurement will yield identical  results. Same causes - same
effects. Very neat and tidy!

I suppose the deterministic world view implied by Newtonian mechanics
could, even today, seem comforting, for it implies that the universe
can be fully understood and dealt with rationally. But it has a dark
side. For example, if the universe is ruled by causality, then free
will is a meaningless concept, for the universe is a vast, mindless
machine that controls our every action, our every decision.
Everything that happens, happens because of something that happened
in the past, not because we chose to make it happen. According to
this view, if you "decide"  to get married or to take a job or collect
water buffalo, you do so not by choice but because of past events. In
such a universe, our loves, hopes, and dreams are but delusions,
hiding the grim reality that we are but cogs in Descartes' clockwork
machine. Goals are irrelevant. Human aspirations are pointless.

Thus, determinism is a dehumanizing philosophy. It describes a
universe that is infinitely predictable, holding few surprises. All
can be known. Nothing is unexpected. Determinism is boring. It is
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Through the Looking Glass : The Quantum Point of View

We have seen that Newtonian mechanics is constructed from particle
trajectories. One reason classical physics fails when applied to
microscopic  systems is that the constituents of such systems are not
particles in the classical sense of the word. Moreover, they do not
have trajectories. Thus, to understand the physics of the microworld,
that is, to understand the results of experiments on microscopic
"particles", we must radically revise our conceptual description of a
"particle".

When is a Particle Not a Particle?

In describing the quantum world, we must abandon the classical notion
of a particle  as an indivisible mass point with an independent
existence and well-defined measurable extrinsic properties. Whatever
microscopic entities are , they are certainly not indivisible mass
points.

We can verify this statement in the laboratory. In suitably designed
experiments quantum "particles"  act like classical particles -
appearing, for example, as "spots"  on a screen or "clicks"  in a
detector. But in other experiments, their transit through space is
like that of a "wave" , manifesting behavior such as diffraction and
interference, as though they were diffuse wave fronts, as we shall
see later.

This apparently contradictory behavior is a manifestation of the
so-called wave-particle duality  that characterizes the domain where
quanta dwell.

In our study of this duality later, we will see why it poses such a
challenge to the student of quantum physics. It renders useless the
conventional mental images with which we visualize physical
phenomena. Thus, an electron is not a tiny "planet"  orbiting a
"nuclear sun" , as in the Rutherford and Bohr models of the atom. But
neither is it a "fuzzy" thing smeared out over a region of space as
it is portrayed in many introductory physics texts.

The electron is something else , neither particle nor wave, but eerily
reminiscent of both. However, we must also keep a completely open
mind - it is possible that an electron has nothing to do with
particles or waves at all! This dual nature of subatomic particles
subverts the classical concept of a particle.

The true nature of microscopic entities, however, is even more
nebulous than is implied by a wave-particle duality, for the
properties of quantum particles are not, in general, well-defined
until they are measured . In a sense, as we shall see later, the
physical properties of electrons, protons and the like are potential
or latent properties (propensities) until a macroscopic experiment
does a measurement. We will be discussing many new things in this
first overview, which we will not fully discuss until later.

You will encounter the following disquieting aspect of quantum
mechanics if you ask a quantum physicist to predict the value you
would obtain were you to measure, say, the position of an electron in
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completley knows the state of the electron just prior to the proposed
measurement. The inability of quantum theory to provide precise
answers to such simple questions is not a deficiency of the theory.
Rather, it is a reflection of its essential nature!

We can see this if we look at how quantum mechanics specifies the
state of a particle.

Unlike a classical state, a quantum state is a conglomeration of
several possible  outcomes of measurement of physical properties. At
most, quantum physicists can tell you only the possible  outcomes and
the probability  that you will obtain one or another of them. Quantum
mechanics is expressed in the language of probabilities , not
certainties. A grammar for this new language will be formulated
later. It is inherently statistical  in nature, describing not
definite results of a measurement on an individual system, but
instead possible results of measurements on a large number of
identical systems. What then will control what actually happens in a
particular measurement, that is, which of the possible values of
position a particle exhibits when we measure this quantity? Random
chance  will seem to be the correct answer.

Of course, were we to carry out a position measurement on a single
particle, we would get a single value. So immediately after  the
measurement, if we can repeat the measurement on the same system (if
the measurement has not destroyed the system), we can meaningfully
talk about the  position of the particle - its position is the number
we got in the measurement. But what about immediately before the
measurement? According to quantum mechanics, as we shall see later,
the particle does not have a position . Rather, its position prior to
measurement is latent - a mere possibility, waiting to be made
actual! In this standard way of thinking, by the act of measurement,
we change the state of the particle from one which is characterized
by a plethora of possible positions to one in which it has a single,
well-defined position.

Clearly, measurement will play a more important role in quantum
physics than in classical physics. When we study the microworld,
experimentation is not just a way of discovering the nature of
external reality, but rather it seems to be a way of creating certain
aspects of reality! In contrast to the assumptions of classical
physics,  it seems that an experiment cannot observe a microscopic
system without altering some of its properties .

Intrinsically, indeterminate interactions between the measurement
system and the physical system under observation are an inevitable
feature of the quantum universe; a feature that applies not just to
position, but to all properties of microscopic particles.

Some physicists even believe that we macroscopic observers "create"
the microscopic building blocks of the universe by actualizing them
via measurement of their various physical properties. What you will
end up believing after this seminar remains to be seen!

The interaction is unavoidable  - the effect of the measurement on the
observed system cannot be reduced to zero , in principle or in
practice. This fact, which is reflected in the mathematical structure
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to demolish the philosophical notion of an objective universe, the
idea that what we study in physics is necessarily a "real world"
external to and independent of our perceptions, but maybe not - we
shall see in our studies.

These ideas also give rise to a host of fascinating metaphysical
questions:

¥ Do particles exist if their properties are
 not being measured?
¥ Is what we study in physics reality or merely
 our perceptions of reality?

We will not study all of these types of question in this seminar,
although we will study some simple ones. If you are interested in
this area of Quantum Foundations , then join my research/reading group
in your sophomore year .

The measurement/observed-system or observer/observed interaction is
also uncontrollable . Although we can be sure that when we measure the
properties of a microscopic particle we will change its state, we can
neither predict nor influence precisely how the state will be
changed. Once again, it is determined by random chance .

In fact, randomness governs microscopic phenomena even if the system
is not being studied. A famous example of this seeming perversity of
nature is radioactive decay of an atom. Quantum mechanics prohibits
us from predicting precisely when a particular atom will decay,
emitting radiation. At most, we can determine the probability that it
will decay in a given time interval. The role of randomness in
microscopic physical processes shatters the illusion that the
universe is deterministic!

The Decline and Fall of the Trajectory

So much for the idea of using the classical model of a particle to
describe a microscopic entity. But can we salvage the basic state
descriptor of classical physics, the trajectory?

The first step in determining the trajectory of a particle is
measuring its initial conditions x t( )0  and p tx( )0  (actually we need to
also measure the other Cartesian components in the y and z
directions, but we can make all of our arguments only using one
dimension). To determine the accuracy of our results, we would
perform such a measurement not just on one particle, but on a large
number of identical  particles, all in the same state.

Such an aggregate of identical systems in the same state is called an
ensemble . We will discuss this concept in detail later.

Each individual  measurement yields a value for x and a value for px

(subject to experimental uncertainties). But the results of different
measurements are not the same, even though the systems are identical.
If graphed, these results are seen to fluctuate about a central peak
as shown in Figures 1a and 1b below.
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Figure 1a
The results of measurements of the x components of the position of
a large number of identical quantum particles. Results are seen to
fluctuate about a central peak, the mean value.

Figure 1b
The results of measurements of the x components of the momentum of
a large number of identical quantum particles. Results are seen to
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A similar spread of results characterizes the measurement of all
other variables. At first, the fact that the results of many
identical experiments are not the same does not worry us. We think it
is just a manifestation of the experimental error that troubles all
measurements.

According to classical physics, we can reduce the errors in x and px

to zero and thereby determine the initial conditions precisely.

But, it will turn out that we cannot unambiguously specify the values
of these observables for a microscopic particle . This peculiarity of
nature in the microscopic regime follows from the Heisenberg
Uncertainty Principle  (HUP). In its simplest form, the HUP shows that
any attempt to simultaneously measure x t( )0  and p tx( )0  for any system in
the ensemble necessarily introduces an imprecision in the value of
each observable. No matter how the experiment is designed, the
results are inevitably  uncertain, and the uncertainties  (to be
defined carefully later) Dx t( )0  and Dp tx( )0 , which are measures of
fluctuations like those in Figure 1, cannot be reduced to zero.
Instead, as we shall derive later, their product must satisfy the
condition

  
D Dx t p tx( ) ( )0 0 2

³
h

(1.4)

where   h = ´ --6 626 1034. secJ  = Planck's constant. Not a very big number,
but not zero  either! Similar constraints hold in the other Cartesian
directions.

Position and momentum are thus fundamentally incompatible
observables , in the sense that knowing the precise value of one
precludes knowing anything about the other.

But there is a deeper dimension to the Heisenberg Uncertainty
principle. Quantum mechanics reveals that the limitation reflected by
eq (1.4) on our ability to simultaneously measure x and px  is
implicit in nature . It is a fundamental property of the microworld.
It has nothing to do with a particular apparatus or with experimental
technique. Quantum mechanics proves, as we shall see, that a particle
cannot simultaneously have a precise value of x and  a precise value
of px .

Uncertainty relation such as (1.4) are not veiled criticisms of
experimental physicists. They are fundamental limitations on
knowledge . The universe is inherently uncertain . We cannot know all
of existence. We might think of uncertainty relations as nature's way
of restraining our ambitions!

The Heisenberg Uncertainty Principle strikes at the very heart of
classical physics, namely, the trajectory.

Obviously, if we cannot know the position and the momentum of a
particle at t0 , we cannot specify the initial conditions of the
particle and hence cannot calculate its trajectory. Indeed, since the
HUP applies at any time , it makes no sense to ascribe a trajectory to
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conclude that microscopic particles do not have trajectories . But,
once we throw out trajectories, we must also jettison Newton's Laws
and there goes the whole ball game.

Stripped of its basic elements and fundamental laws, the whole
structure of classical physics collapses.

The demise of classical physics occurred around 1920. Sitting amidst
the rubble, physicists of that era realized that their only
alternative (other than to change careers) was to rebuild - to
construct from scratch a new theory, one based on elements other than
trajectories and on laws other than those of Newton and Maxwell.

Thus began the quantum revolution and we are still part of an ongoing
revolution as you shall see in this seminar.

Classical and Quantum Physics Get Together

To say that classical physics died around 1920 is a bit too dramatic.
The physics of Newton and Maxwell still accurately and beautifully
describes the macroscopic world. Knowing this, physicists developing
quantum mechanics demanded that when applied to macroscopic systems,
the new physics must reduce to old physics. They felt that as the
size of the system being studied increases, the quantum laws of
motion (which we will write down shortly) must go over smoothly into
those of Newtonian mechanics, and non-classical phenomena such as
uncertainty and duality must become undetectable.

Neils Bohr codified this requirement into his Correspondence
principle , the essential elements of which are sketched in Figure 2
below.

 
  Figure 2

The rudiments of the Correspondence Principle, the theoretical
link between the microworld and the macroworld.

The ability of quantum mechanics to satisfy this principle was taken
as an important theoretical justification of the new physical theory.
This is another point where we should keep an open mind. Is this
principle truly universal, valid for all systems? If so, where do we
draw the line between microscopic systems obeying quantum mechanics
and macroscopic system obeying classical physics. Modern experiments,
as we shall see keep pushing this line towards larger and larger
systems. It might be the case that so such line exists and quantum
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The experimental  justification of quantum theory is that it works.
The predictions,qualitative and quantitative, of quantum mechanics
have been verified in 10000's of experiments on a wide ranging
collection of systems. These verifications are of paramount
importance to physics, for in some ways quantum theory is a fragile
creation. It is an inferential  theory, in which we will devise a
small set of postulates and from them derive equations, which can be
put to the test of experimental justification. If the equations pass
the test, then we will have some confidence that the postulates,
which cannot be directly tested are consistent and correct. But is
would take only one repeatable experiment  whose results disagreed
with the equations of quantum mechanics to bring the whole structure
tumbling down. To date, the edifice stands (although some think it is
very shaky). Quantum mechanics remains the only theory we have that
explains how matter is constructed and how physical processes at the
atomic level work.

The Indeterminate Universe

As this worldwind overview may suggest, the new physics, quantum
physics, differs from classical physics in nearly every way
imaginable - from its elements and laws to the kind of knowledge it
provides. It is in this last respect that the implications of the
quantum revolution are most profound.

Classical physics yields precise  information about the properties and
behavior of individual, independent systems. It holds out to the
scientist the promise that, in principle at least, she can know
everything. Quantum physics says that this is just not so, that
nature imposes fundamental limitations on knowledge via constraints
such as the Heisenberg Uncertainty Principle.

These limitations derive from the probabilistic nature of quantum
mechanics . The new physics, in the standard view (as we shall see),
yields only statistical  information about ensembles or aggregates of
identical systems . Moreover, the statistical information provided by
quantum theory is limited to the results of measurements. Some
physicists put it in strong statements such as

We should not make any statements that can never be verified.

We can only know properties that can be measured.

That is, quantum physicists are not allowed to infer facts about a
system unless these facts can be verified by experiment. This is a
severe limitation - for example, it prohibits us from ascribing an
orbit (a path) to a particle, because(as we shall see later)
measurements of position are necessarily performed at discrete times.
Even if we measure the position of a particle at two times t1 and t2 ,
we cannot even make the simple inference that it traveled from   

r
r t( )1 to

  
r
r t( )2  via a path in ordinary(geometric) space. We can only say that we
found it at   

r
r t( )1  at t1 and then at   

r
r t( )2  at t2 . We cannot talk about it

being "in between" at any time unless we can measure it "there" at
those times!

This limitation, that physics describes only observed phenomena
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fundamental level, reality seems to be discontinuous. Here is Erwin
Schrodinger on this most non-classical feature of the theory:

... it is better to regard a particle not as a
permanent entity but as an instantaneous event.
Sometimes these events form chains that give the
illusion of permanent beings - but only in
particular circumstance and only for any extremely
short period of time in every single case.

Quantum physics is a harsh taskmaster!

In closing this section of the notes, I should note that all this has
not set well with many physicists. Even today, some find the world
view implied by quantum mechanics, namely, a subjective universe,
intolerably offensive. The battle over the interpretation of quantum
mechanics goes on(this is my research area). All, however, agree on
the usefulness of the theory for predicting and understanding the
physics of matter. It is, after all, the only game in town!

Final Thoughts: What is It All About?

From this overview, you may have concluded that quantum mechanics is
not a particularly easy subject. That is true. To pretend otherwise
would be untruthful. But why is learning quantum mechanics hard?

There are, I think, three reasons. First, we grew up in and now
inhabit a macroscopic world. Our intuition - our sense of how things
ought to behave  - has been reinforced every waking minute by
experiences in a world that follows classical physics. Moreover, as
students of physics, our intuition has been deepened and further
reinforced by our study of classical physics in classes. Quantum
physics is an affront to that intuition. To understand it, to use it
effectively, we must develop a new way of thinking about the ways
things work, because as Richard Feynman has written:

Things on a very small scale behave like nothing
you have any direct experience about. They do not
behave like waves, they do not behave like particles,
they do not behave like clouds, or billiard balls,
or weights on springs, or like anything that you
have ever seen.

Second, quantum physics operates at a level that is one step removed
from reality. It is more abstract than classical physics. While
classical physicists can deal with well-defined trajectories that
describe particles they can visualize, quantum physicists must
forever wander through a haze of uncertainty, probabilities, and
indeterminacy, trying to understand a universe they cannot directly
observe. The microworld can be understood, but it cannot be seen.

Third, quantum mechanics is inherently mathematical. There is an
important distinction here between classical and quantum physics. In
classical physics we use mathematical methods to implement the ideas
of the theory, but we can discuss those ideas without recourse to
mathematics. This is not possible in quantum mechanics.
Notwithstanding the achievements of writers who have recently tried
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grasp the principles of quantum theory without seeing them expressed
mathematically. Math is more than a tool for solving quantum
mechanics problems - mathematics is the language of quantum physics .
As we move deeper into quantum theory, we will see physics and math
become inextricably intertwined. Thus, quantum physics demands that
we think in a new, abstract, inherently mathematical way - no easy
task. We will learn this new language in this seminar; it was
invented by Dirac.

Finally, we must re-think and redefine many familiar words and
concepts, and when we use words to discuss quantum concepts, we must
do so with great care and precision. Familiar terms such as
"particle" and "motion" assume, in the quantum domain, subtle
overtones and shades of meaning that we ignore at our peril. We have
already seen an example of this in our discussion of the "position"
of a microscopic particle. The "position" of a quantum particle prior
to its measurement is not a single, well-defined number, such as
10 7. m. Rather, it must be specified as a collection of several - maybe
and infinity of - values, none of which represent the position  of the
particle. Instead, each value represents a possibility, a location at
which the particle might  be found.

In spite of these roadblocks - our classical intuition, the
inherently mathematical nature of quantum mechanics, and the need to
use old words in new ways - I know that you can understand quantum
mechanics. Even if you cannot visualize what goes on in the
microworld of atoms and molecules, you can grasp the beautiful and
powerful physical laws that govern that world. After all, countless
physics student have done it before you.

This is our world and welcome to it.

Into the Microworld

I have no data yet.
It is a capital mistake to theorize
before one has data.
Insensibly one begins to twist facts
to suit theories,instead of theories
to suit facts.

Sherlock Holmes to Doctor Watson
in A Scandal in Bohemia
by Sir Arthur Conan Doyle

Duality and The Double Slit

Quantum physics is chock full of bizarre, non-classical ideas; weird
concepts haunt nearly every aspect of the subject. Three of these
ideas - quantization, uncertainty and duality - deserve special
treatment, for they are the fundamental ideas in quantum theory.
Quantization is probably familiar to you, but you would not have
encountered it in a classical physics book. The observables of
macroscopic  systems are not quantized. The energy of a ball on a
string, the linear momentum of a hockey puck, and the angular
momentum of an astronaut in a centrifuge - all can take on any of a
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continuum  of values, subject only to whatever constraints are imposed



by the forces acting on the system. In the macroscopic world nature
is continuous (or seems to be) .

Not so in the microworld, where there is abundant evidence that
nature is inherently discrete. Physicists have been aware of this
fact since pre-quantum days. By 1900, for example, spectroscopists
knew that radiation was emitted by atoms and molecules at discrete
frequencies . But the first direct evidence of quantization of energy
appeared in collision experiments performed in the early 1900's by
Franck and Hertz.

For several years, Franck and Hertz had been measuring the ionization
potential (the amount of energy needed to remove an electron) of
atoms and this experience influenced their interpretation of the
results of their collision experiments. In these experiments, they
scattered electrons from various atoms; for example, in their most
famous experiment, Franck and Hertz accelerated electrons being
emitted from a heated platinum wire and sent the resulting beam
through a gas of mercury vapor. By measuring the current in the
scattered  electron beam as a function of the energy of the incident
electrons, Franck and Hertz could study the energy loss suffered by
the electrons in their collisions with atoms of the gas. They found
that the scattered current exhibited a series of sharp drops, each
occurring at an incident energy equal to an integral multiple of
4 9. eV.

Franck and Hertz were initially led astray by their prior experience
studying ionization; they concluded that 4 9. eV is the ionization
potential of mercury. But Neils Bohr, on learning of the Franck and
Hertz results, realized that the electrons were not ionizing  the
mercury atoms but were rather exciting them - losing energy to the
atoms through inelastic collisions. Drawing on his model of the atom,
Bohr further deduced that the energy spacing at which the current
drops occur, 4 9. eV, is the separation of two discrete  energy levels of
the mercury atom.

In 1914, when Franck and Hertz reported their work, physicists
thought that it supported the Bohr theory of the atom - which has
since been superseded by quantum theory. Although the Bohr model of
the atom, the heart of what is called "the old quantum theory", is of
enormous historical importance, we will not study it, because this
model is unphysical and misleading! Nevertheless, the Franck-Hertz
experiment stands as one of the first demonstrations of energy
quantization in atoms, a striking example of non-classical
shenanigans in the microworld.

Another underlying concept of this world is uncertainty . Earlier, we
showed an example of this principle. Nature imposes a peculiar
indeterminacy on any attempt to simultaneously measure the position
and momentum of a quantum particle. The mathematical manifestation of
this indeterminacy is the Heisenberg Uncertainty Principle , which we
will derive in a couple of ways later.

Duality , the third great quantum idea, is the focus of this part of
the notes. Wave-particle duality  is one of the more confounding ideas
of quantum physics, for it most directly challenges our classical
intuition about how the world behaves. But we must face the challenge

Page 15

of duality. Before we can understand the ways of the microworld, we



must disabuse ourselves of the idea that quantum particles can be
understood as either classical particles or classical waves. The
essence of wave-particle duality is beautifully encapsulated in a
single experiment, the famous double-slit experiment . After first
getting some needed background ideas, we will then investigate this
provocative experiment.

Waves versus Particles

The behavior of a microscopic "particle" differs in subtle ways from
that of a classical particle; in some respects, it resembles the
behavior of a classical wave. So before we plunge into the
microworld, let us discuss the classical  picture of particles and
waves.

Earlier, we reviewed the characteristics of a classical particle and
the analysis of its motion using Newtonian mechanics. For example, a
macroscopic particle has a well-defined position and linear momentum
at any time and from these observables we can calculate its energy.
Essential to this description is the notion of spatial localization .
The idea that a particle is a localized thing is implicit, for
example, in the description of transport of energy through space by a
particle in a localized lump. This quality of the classical
description of a particle is, in turn, reflected in the "state
descriptor" of Newtonian theory: the trajectory .

The characteristics of a wave are quite different from those of a
particle. A wave is not spatially localized - this quality is
reflected in the properties by which we characterize a wave, such as
the wavelength . Like a particle, a wave carries energy and momentum,
but it does so in a non-localized  manner, distributed over a wave
front . And a wave exhibits distinctive, non-particle-like behavior
such as diffraction, interference and polarization. Not surprisingly,
then, the theory classical physicists use to describe the propagation
of a wave and its interaction with matter - the electromagnetic
theory of Maxwell - is quite different from that of Newtonian
particle dynamics. So at the macroscopic level, classical physics
elegantly and cleanly separates into wave mechanics and particle
dynamics.

Alas, this division does not apply to microscopic particles, which
adamantly refuse to adhere to either the classical wave model or the
classical particle model. In some circumstances microscopic particles
behave according to the laws of classical mechanics. For example,
some collisions of highly energetic atoms with molecules can be
explained using classical collision theory. Yet in other
circumstances quantum particles behave like waves: e.g., electrons
that have been scattered by a crystal exhibit a diffraction pattern
when they are detected. Analysis of this pattern reveals that in this
experiment the electrons propagate precisely as though they had a
well-defined wavelength and frequency - as though they are waves.

"This situation", we might think, "is a mess". We are told that light
is not a wave. And electrons are not particles. Well then, what are
they?  And how can we understand the behavior of electrons if not with
Newtonian mechanics, and waves if not with Maxwell's theory? What is
going on here?
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On the Nature of Light

To probe deeper into the wave-particle duality, we are going to make
aquick pass through the history of our evolving ideas about the
nature of electromagnetic radiation.

Corpuscular theories of light, which treated light as though it were
composed of particles, have been around since the days of Newton and
Laplace. But light has an irritating tendency to exhibit
distinctively non-particle-like behavior, such as diffraction and
interference, which corpuscular theories cannot explain. Once Maxwell
introduced the wave theory of electromagnetic radiation(1870) and it
became clear that this theory could beautifully explain such
phenomena, most physicists abandoned corpuscular theories of light.

According to Maxwell, all electromagnetic radiation - light included
- consists of real waves propagating through space, waves that carry
energy distributed over continuous, non-localized spherical wave
fronts. In the late 19th century, it seemed that Maxwell's theory
could explain even the most complicated electromagnetic phenomena.

Walking the Planck

It was Albert Einstein who, in 1905, resurrected the notion that
electromagnetic radiation is particle-like rather than wave-like in
nature. But where did this idea originate? Einstein has written that
the seeds of his 1905 theory were planted by research carried out at
the turn of the century by Max Planck. Although encouraged by his
physics teacher to pursue a career as a musician, Planck persevered
in physics. His teacher's advice was lousy. Planck's studies of
radiation inside a heated cavity led, via a line of reasoning he
himself described as an "act of desperation" to the concept of
quantization of energy and then to the birth of quantum physics.

Planck did not set out to revolutionize physics. Instead, following
in the footsteps of his teacher Kirchhoff, he sought to understand
why hot bodies glow. This phenomenon, which is called black-body
radiation, may be familiar to you if you ever made pottery. Suppose
you have a clay pot. To harden the clay, you fire the pot, that is,
put it in a kiln (an oven) and heat it to roughly 2000°F  for about 10
to 12 hours. Suppose that there is a tiny hole in the oven. At first
you see darkness. But as the pot gets hotter and hotter, it begins to
glow red. As the temperature of the pot increases further, this glow
becomes orange, then yellow, then white, and fills the oven,
obliterating all detail of the pot. Why?

Planck formulated this question in slightly more abstract terms,
asking: what is the spectrum (distribution of wavelengths or
frequencies) of electromagnetic radiation inside a heated cavity?
More specifically: how does the spectrum depend on the  temperature T
of the cavity, on its shape, size and chemical makeup, and on the
frequency n  of the electromagnetic radiation in it?  By the time
Planck began his studies, part of the answer was known. Kirchhoff and
others had shown that once the radiation in the cavity attains
equilibrium (reaches a steady state) with the walls, the energy in
the field depends on n  and T but, surprisingly, is independent of the
physical characteristics of the cavity such as its size, shape or
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The cavity, of course, encloses a finite volume. Planck was
interested in the radiative energy inside the cavity, not on the
effects that depend on its volume, so he worked in terms of an energy
density . In particular, he sought an expression for the radiative
energy density per unit volume  r n( , )T . If we multiply this quantity by
an infinitesimal element of frequency, we obtain r n n( , )T d , the energy
per unit volume in the radiation field with frequencies between n  and
n n+ d  at cavity temperature T.

Rather than confront the distracting complexities of a real heated
cavity, Planck based his work on a model originally introduced by
Kirchhoff. Kirchhoff called his model of a heated cavity in thermal
equilibrium a "black-body radiator". A black body  is simply anything
that absorbs all  radiation incident on it. Thus, a black-body
radiator neither reflects nor transmits; it just absorbs or emits.

From the work of Wien, Planck knew that the radiative energy density
r n( , )T  for a black body is proportional to n3 and, from the work of

Stefan, that the integrated energy density  r n n( , )T d
0

¥

ò  is proportional to

T4 . But this information did not fully describe the dependence of
r n( , )T  on n  and T; experimental evidence implied a further, unknown
dependence on n / T . Typically, the data sets are as shown below:

Figure 3
Sample data set for black body radiation

Wien had actually proposed an equation for the energy density of a
black-body radiator, but the theoretical foundation of his theory was
shaky. Moreover, his equation worked only in certain circumstances;
it correctly explained the n  and T dependence of r n( , )T  for low
temperatures and high frequencies . But it predicted that heated black
bodies should emit a blue glow at all temperatures - a prediction not
supported by experiment. Planck knew of this defect in Wien's theory.

Wien's Derivation
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Completely opaque walls for a cavity can be described mathematically



by assuming that all the radiation is reflected at the walls. This
corresponds to having "standing waves" or waves that "just fit"
inside the cavity. For simplicity, we assume that the cavity is a
cube with sides of length L. Standing waves means that there are wave
nodes(zero amplitude) at the walls. Thus, we have for waves(modes) in
the x-direction

lowest frequency (1st) mode (possible wave)

l lx x

L
L, ,1 1

2
1

1
2

= ® =

next (2nd) mode

l l lx x x
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L, , ,2 2 2

2
2

2
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next (3rd) mode
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Figure 4
First three allowed (1-dimensional) vibration modes in cubical cavity

and so on. The nth  mode has

l lx n
x

x
x nx

L
n

L
n

, ,= ® =
2

2
 , nx =1 2 3, , ,..... (2.1)

A similar discussion holds for the y- and z-directions.

A typical wave (2-dimensional cavity) for n nx y= =2 3,  looks like the
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Figure 5

The 2(x) by 3(y) mode of vibration in 2-dimensional cavity

It is useful to convert these results into formulas involving wave
numbers  because the integers n n nx y z, ,  then appear in the numerator. The
wave numbers k k kx y z, ,  are related to the corresponding wavelengths by

k k kx
x

y
y

z
z

= = =
2 2 2p
l
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l
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, ,

The different modes are therefore characterized by three integers
( n n nx y z, , ) giving the total wave number

k k k k k
L

n n nx y z x y z= + + Þ =
( )

+ +( )2 2 2 2
2

2
2 2 22

4
p

(2.2)

The wave number k is related to the frequency n  by

n
l p

= =
c ck

2
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where c is the speed of light.



Now light (vibration of the electromagnetic field) has two
independent polarizations(will discuss later). These different
polarization waves are independent of each other. Each polarization
wave or "degree of freedom" of the field has, for temperature T, an

amount of energy 
1
2

k TB , where T is the temperature of the cavity walls

and kB is Boltzmann's constant. Therefore

the energy dU in a frequency range between n  and n n+ d

= 
1
2

k TB  x (number of modes of oscillations) x (2)

So to obtain the blackbody spectrum requires that we count the number
of modes of oscillation corresponding to a frequency interval between
n  and n n+ d . It is easier to first obtain all modes up to a given
frequency n . This is simply the number of points N (the volume)
inside one quadrant (that is, 1/8) of a sphere (since n n nx y z, ,  are all
positive) whose equation according to eq (2.2) is:

n n n
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The number of modes dN in the frequency interval between n  and n n+ d
is now given by:
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Thus, using the formula for the energy per unit volume in this
frequency interval we get:
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where we have used V L= 3. Therefore we finally have the energy density
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n
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du
d
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c
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8

3
2 (2.3)

For low frequencies (or high wavelengths) this agrees spectacularly
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with experiment as shown below:



Figure 6
Wien law predictions

Clearly, however, we see that the model totally fails for high
frequencies or small wavelengths. The "blue glow" mentioned above
would appear because of the dramatic increase in the energy density
for low frequencies.

Furthermore, on purely theoretical grounds alone, eq (2.3) must be
wrong since it predicts that for a cavity of volume V  at a
temperature T the total radiant energy in this volume is

E V T d V
k T
c

dB= = =¥
¥ ¥

ò òr n n
p

n n( , )
0

3
2

0

8

which is clearly a nonsensical result. Our eyes are not seared by
x-rays and gamma rays when we look into a cold stove or even a hot
stove.

In his research, Planck focussed on the exchange of energy between
the radiation field and the walls. He developed a simple model of
this process by imagining that the molecules of the cavity walls are
electrical charges undergoing simple harmonic motion. As a
consequence of their oscillations, these charges emit electromagnetic
radiation at their oscillation frequency, which, at thermal
equilibrium, equals the frequency n  of the radiation field. According
to classical electromagnetic theory, energy exchange between the
oscillators and the walls is a continuous process, that is, the
oscillators can exchange any amount of energy with the field,
provided, of course, that energy is conserved in the process.
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of physical intuition, Planck deduced an empirical formula for the
radiative energy density:

r n
n

n( , ) /T
A

eB T=
-

3

1
(2.1)

In this equation, A and B are constants to be determined by fitting
the experimental data; that is why it is called "empirical".

Eq (2.1) agreed beautifully with experimental data for a wide range
of frequencies and temperatures. And, in the limit n ® ¥  and T ® 0, it
reduced properly to Wien's law. But Planck was concerned that he
could not rigorously justify this formula.

For his second attempt to derive the energy density of a black body,
Planck adopted statistical methods due to Boltzmann. At one point in
the new derivation, Planck introduced a simplifying assumption, that
is, a trick to allow him to carry out the mathematics (to do the
calculations). His ploy was a conventional trick in mathematical
analysis and Planck expected to take appropriate limits and remove
his simplifying assumption at the end. Planck was in for a rude
shock.

His assumption was both simple and radical. He knew that a classical
black body could exchange any amount of energy with the walls of the
cavity; nevertheless, for the purposes of his derivation, Planck
assumed that only discrete amounts of energy can be absorbed or
emitted by the resonators that comprise the walls of the black body .
He called these discrete amounts of energy "quanta". To each quantum
Planck assigned an energy equal to an integral multiple of hn , where
h is the constant h J= ´ --6 63 1034. sec.

Having made this assumption, Planck easily derived the radiation law

r n
pn n

n( , ) /T
c

h
eh k TB

=
-

8
1

2

3 (2.2)

where c m= ´3 00 108. / sec is the speed of light and k J KB = ´ -1 38 1023. /  is
Boltzmann's constant. Comparing this result with eq (2.1), we see
that in his new equation, Planck derived  expressions for the
constants A and B that appeared in his empirical form.

This derivation was the theoretical justification that Planck sought
for the distribution of radiation in a black body. But in setting up
the foundation for the theory, Planck paid an enormous price, for try
as he might, he could not get rid of his artificial constant h.
Setting h = 0 (taking the expected limits) inevitably led to a result
that disagreed with a huge body of experimental data. Yet if h is
non-zero , then Planck's theory is seriously at odds with physicist's
understanding of energy exchange as a continuous process.

Planck's rash assumption heralded the strange new physics of the
quantum, which dominated the physics community for the next three
decades. But physicists, who were then and are today a rather
conservative lot, did not appreciate being told that their
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understanding of so basic a process as energy exchange was



fundamentally incorrect. Attempts to derive Planck's result without
making his drastic assumption always failed and for several years
Planck's quanta languished in obscurity, largely ignored. Yet
Planck's assumption was nothing compared to the surprise that
Einstein had in store.

Particles of Light

Einstein thought he saw an inconsistency in the way Planck used
Maxwell's wave theory of electromagnetic radiation in his derivation.
With characteristic intellectual courage Einstein decided that this
inconsistency implied a flaw not in Planck's theory but in Maxwell's.
This radical contention shifted the emphasis in research on black
bodies from the oscillators that comprise the walls to the radiation
field itself. Ultimately, it completely altered the way we think
about light.

In 1905 Einstein proposed that the energy in an electromagnetic field
is not  spread out over a spherical wave front, as Maxwell would have
it, but instead is localized in indivisible clumps - in quanta . Each
quantum of frequency n , travels through space with the speed of
light, c m= ´3 00 108. / sec, carrying a discrete amount of energy hn  and
momentum h cn / . Thus, in Einstein's model, light transports energy in
the same way particles do.

G.N. Lewis subsequently dubbed Einstein's quantum of radiation energy
a photon , the name we use today.

He thought that light only appeared as a wave if one observed it over
fairly long time intervals ( Dt >>1/n ) or it was very intense light. If
one could "freeze" the light wave in time, he felt that one would
observe the quanta or " photons " or  alternatively, one should be able
to reduce the light intensity until there was only one photon around
at a time and see the discreteness directly.

The photon model cast Planck's theory of black-body radiation in, so
to speak, a new light. Planck thought that energy exchange between
the oscillators of the cavity and the field occurs in units of hn
because of some strange property of the oscillators. To this Einstein
said: No, the explanation is that the radiation field itself is
quantized . Planck's result is consistent with this extraordinary
notion; if the energy in the field is contained in photons - quanta
of magnitude hn  - then of course only integral multiples of the
photon energy can be exchanged with the walls.

The photon model explained more than just black-body radiation (as
all good theories should do).

One of Einstein's greatest achievements was using it to understand
the photoelectric effect  - the ejection of electrons from a metal,

Page 24

such as sodium, when light impinges (shines) on it.



Figure 7
Photoelectric effect setup

What happens .... the material (actually its electrons) absorb the
light and hence its energy and when they have acquired an energy
above a certain minimum value (dependent on the material) called the
"work function" they are able to escape from the material and be
detected in the laboratory.

Experimental results:

¥ n n< ®0  no electrons ejected no matter how large the value of 
  light intensity, which would represent the energy/time if 
  light was a wave.

¥ n n> ®0  electrons are detected and the detected electron energy
  is given by the relationship

h( )n n- 0 (independent of light intensity), h = a constant

¥ n0 ®  a threshold frequency

¥ if n n> 0 , then the electrons are detected almost 
  instantaneously (as soon as the light is turned on). The

       delay is less than 10 12-  sec.

If light were a wave, then its energy(according to classical theory)
is proportional to its intensity (brightness). Thus, if we raise the
intensity(without changing the frequency), then when we have enough
energy available(when the amplitude is large enough) to eject the
electrons, they should appear.

BUT THEY DO NOT.

Also if the electrons were absorbing energy from waves, then they
could not acquire enough energy instantaneously( 10 12- sec) to be ejected.
Energy transfer in wave interactions is a relatively slow process.

The wave analogy here is that the bigger the wave (the larger  its
intensity) the harder a swimmer is thrown out of the water. Whereas,
a lot of waves (high frequency) are bothersome but will not toss you
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energy content of classical waves.

Try it out experimentally. Consider a cork bobbing in bathtub. We
must create huge sloshing waves in order to eject the cork. But if
you hit it with another particle(your toe for example), it can
instantaneously  jump out.

The photon model seems to explain every feature of the experiment
however!

First, the threshold value is explained because, in the case n n< 0 a
single photon does not contain enough energy to eject the electron
(the probability of a single electron absorbing 2 photons
simultaneously is essentially zero) or

E h h= < =n n0  threshold energy
            = minimum energy for ejecting and electron

The threshold frequency value  n0   is where the photons just have
enough energy.....and electrons immediately appear (even if we reduce
the intensity to zero) because we only need a single photon of the
correct energy to eject an electron.

In the wave analogy, i.e., if light were a wave, then this result
would say that a ripple and a tidal wave(of same frequency) would
both throw you onto the beach with the same energy!

Second, if photons have energy  hn  and it takes energy hn0  to get
out, then the electrons have h( )n n- 0  left after being ejected, which
is what is observed for the ejected electrons.

Third, photon absorption is an instantaneous process. This means that
as soon as the beam is turned on and n > v0 any electron that absorbs a
photon has enough energy to get out and they do so instantaneously as
observed.

So once again light behaves like a packet or bundle of energy and
momentum or like a particle and waves do not work.

Light seems to be able to be a wave when it needs to be a wave
(interference and diffraction experiments) and a particle when it
needs to be a particle(photoelectric effect) or so it seems to our
classical minds.

Yet, the photon was too radical for physicists of the early 1900's,
and Einstein's model of the electromagnetic field encountered strong
opposition. Even as late as 1913 - years after the publication of
Einstein's work on the photoelectric effect - four German physicists
(including Planck) wrote in a petition recommending Einstein's
appointment to the Prussian Academy of Science:

.... That he may sometimes have missed the target in his
speculations, as, for example, in his hypothesis of light
quanta, cannot be held too much against him, for it is not
possible to introduce fundamentally new ideas, even in the
most exact sciences, without occasionally taking a risk.
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One year later Millikan reported a precise verification of Einstein's
equation for the energy of a photon E h= n , and the first measurement
of Planck's constant. Yet physicists still resisted abandoning their
long-cherished idea that light was a wave.

Then in 1923, Compton published the results of his x-ray scattering
experiments, and drove the last nail into the coffin of the wave
theory of light. Compton scattered x-rays - electromagnetic radiation
with a wavelength around 10 10- m and a frequency around 1018 1sec-  - from a
thin layer of a light element such as carbon and measured the shift
in the wavelength of the x-rays due to the scattering . His results
were seriously at odds with the predictions of Maxwell's beleaguered
theory.

Compton's data clearly showed that the wavelength of the scattered
radiation is larger than that of the incident radiation. After
several foredoomed attempts to explain the result with classical
theory, Compton tried the photon idea. If x-rays carry energy in
localized clumps, he reasoned, then we can apply classical collision
theory to their interaction with electrons in the target. Compton
used the classical laws of conservation of energy and linear momentum
- as though he were analyzing a game of billiards - and was able to
derive the correct expression for the wavelength shift (as we did
earlier during our discussions of special relativity). This analysis
vindicated Einstein's idea. It was too much even for the diehards:
the photon was accepted.

What is light?

Einstein's brilliant notion still  does not fully illuminate the
nature of light. The photon is a particle-like model, but clearly
light does not actually consist of classical particles. Particles do
not diffract. They do not interfere. But light does. Yet, this model
demolishes the idea that light is a classical wave. Indeed, the
nature of electromagnetic radiation after Einstein seemed more
ephemeral than ever; depending on the physical conditions, light
seemed to behave either like a wave or like a particle.

The more one thinks about the wave-particle duality, the more
confusing it seems.

Understanding Diffraction the Classical Way

Diffraction, which was first observed by Leonardo da Vinci, is often
considered to be the signature of a wave. Diffraction occurs when
ripples in a pond encounter a pair of logs that are close together,
when light passes through a narrow slit in a window shade, or when
x-rays scatter from a crystal. In each case, we can explain the
distinctive pattern that forms using classical wave theory. Let us
quickly review the most important characteristics of wave phenomena.

A schematic of a single-slit diffraction experiment with light is
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Figure 7
A highly simplified single-slit diffraction apparatus. At the detector,
the distance x is measured from a point on a perpendicular from the
midpoint of the slit. The analysis of the experiment is performed in
terms of the radial distance r  from the midpoint of the slit to the
point x and the corresponding angle q . In an actual experiment D w>> .

Monochromatic(single frequency or wavelength) light of frequency n  is
incident on a diaphragm in which there is a single slit of width w.
We will assume that the light source is far to the left of the
diaphragm, so that the incident radiation can be represented by a
plane wave(a spherical wave of very large radius). The width of the
slit must be small compared to wavelength l n= c/  of the radiation if
the slit is to appreciably diffract the light; for example, to
diffract visible light enough to observe this phenomenon, we require
a slit of width w cm» -10 4 .

Light diffracted by the diaphragm falls on a detector such as a
photographic plate or a photocell, located at a distance D far to the
right of the slit. The detector measures the energy delivered by the
diffracted wave as a function of the distance x as shown in the
figure above.

Light diffracted by the single-slit diaphragm forms a beautiful
pattern at the detector. This pattern is characterized by a very
bright central band located directly opposite to the slit, surrounded
by a series of alternating light and dark regions. The light regions
on either side of the central band are called secondary bands ,
because they are much less intense than the central band. Indeed, the
secondary bands drop off so dramatically on either side of the
central band that only one pair of secondary bands is visible.

Additional weak secondary bands exist, though, as can be seen in the
figure below, which is a graph of the intensity measured by the
detector. If one plays around with the frequency control of the light
source and studies the resulting diffraction patterns, we find that
the separation between adjacent bright bands is proportional to the
wavelength l  of the incident radiation.
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Figure 8
The diffraction intensity for a single-slit(Frauenhofer)
pattern plotted as a function of wsinq

To understand the origin of this pattern, we must digress and spend
some time studying wave motion. First, we ask what is a wave?

The essential feature of wave motion is that a "condition" or
"disturbance" of some kind is transmitted from one place to another.
A local effect can be link to a distant cause and there is a time lag
between cause and effect that depends on the properties of the medium
and finds its expression in the velocity of the wave.

The most important wave for our purposes is the so-called traveling
wave (in the x-direction) described mathematically by the expression

y x t A x vt( , ) sin ( )= -æ
è

ö
ø

2p
l

where y x t( , ) describes the shape  of the wave in space and time, A is
the wave amplitude , l  is the wavelength , v is the velocity of
propagation  of the wave, and n l= v/  is the frequency  of the wave.

If we imagine that time is frozen at some particular instant (we take
a photograph of the wave), say t = 0, the shape of the wave in space is

a sine wave y x A x A kx( , ) sin sin0
2

= æ
è

ö
ø

= ( )p
l

 with a distance l  between any pair

of identical(having the same value and slope) points on the wave(the

Page 29

wavelength).



Now let us fix attention on any one value of y, corresponding to
certain values of x and t, and ask where we find that same value of y
at a slightly later time t t+ D . If the appropriate location is x x+ D ,
then we must have

y x t y x x t t( , ) ( , )= + +D D
or

sin ( ) sin ( ( ))
2 2p
l

p
l

x vt x x v t t-æ
è

ö
ø

= + - +æ
è

ö
ø

D D

This says that the values of Dx and Dt  are related by the equation

D D
D
D

x v t v
x
t

- = Þ =0

This implies that the wave as a whole is moving in the positive
x-direction with speed v as shown below.

Figure 9
Incremental displacement of wave traveling
in the positive x-direction

If we look at the wave at only one location (say x = 0) we have the

expression y t A vt A t A t( , ) sin sin sin0
2

2= - æ
è

ö
ø

= - ( ) = - ( )p
l

pn w  or the shape of the

wave oscillates with frequency n . w pn= 2  is called the angular
frequency.

Finally we write the wave in the form

y x t A kx t( , ) sin= -( )w

Wave can be combined. The process is called superposition . Suppose
that we have two waves traveling over the same path (x-direction).
Then the resultant shape of the propagating disturbance is given by
the sum of the two shapes, that is, if
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then the total disturbance is given by

y x t y x t y x t A x vt A x vt( , ) ( , ) ( , ) sin ( ) sin ( )= + = -
æ

èç
ö

ø÷
+ -

æ

èç
ö

ø÷1 2
1 2

2 2p
l

p
l

Since we have assumed that the two waves are propagating with the
same speed, the combined disturbance moves like a structure of
unchanging shape. The shape of the combination or superposition is
most easily determined if we put t = 0. We then have

y x A x A x( , ) sin sin0
2 2

1 2

=
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èç
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ø÷
+
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l
p

l

which looks like (for two wavelengths not very different from one
another)

Figure 10
       Superposition of two traveling waves
       of slightly different wavelength

that is, we get a high frequency sinusoidal wave modulated by a low
frequency sinusoidal wave.

In discussing superposed waves (and interference and diffraction
later) it is convenient to introduce the reciprocal of the
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wavelength. The quantity k =1/ l  is called the wave number; it is the



number of complete wavelengths per unit distance (not necessarily an
integer). In terms of wave numbers, the equation for the superposed
wave form can be written as follows:

y x A k x k x( , ) sin sin0 2 21 2= ( ) + ( )[ ]p p

Using the trigonometric identity

sin sin cos ( )sin ( )A B A B A B+ = - +2
1
2

1
2

we can now write this as

y x A k k x k k x( , ) cos ( ) sin ( )0 2 1 2 1 2= -[ ] +[ ]p p

The distance from zero to zero of the modulating factor cos ( )p k k x1 2-[ ]  is
defined by the change of x corresponding to an increase of p  in the
quantity p ( )k k x1 2- . Denoting this distance by D, we have

D
k k

=
-

=
-

1

1 2

1 2

2 1

l l
l l

If the wavelengths are almost equal and we write them as l  and l l+ D
we then have (approximately)

D »
l
l

2

D

which means that a number of wavelengths given by l l/ D  is contained
between successive zeros of the modulation envelope.

Let us now return to the discussion of the single slit diffraction
pattern.

The Huygens-Fresnel Principle

Suppose that a disturbance occurs at some point in a tank of water -
a small object is dropped into the water, for example, or the surface
is touched with a pencil point. Then an expanding circular wave pulse
is created. Clearly, the pulse expands at some well-defined speed v.
If the pulse is created at the origin at t = 0, then particles of the
medium (water) at a distance r  from the origin are set in motion at
t r v= / . It was Huygens' view that the effects occurring at r r+ D  at
time t r v+ D /  could be ascribed to the agitation of the medium at r  at
time t, thus treating the disturbance very explicitly as something
handed on from point to adjacent point through the medium. This
picture of things was probably suggested by the observed behavior of
ripples on water. In particular, if wave traveling outward from a
source encounter a barrier with only a tiny aperture in it (tiny
meaning a width small compared to the wavelength), then this aperture
appears to act just like a new point source , from which circular wave
spread out as shown in the figures below.

Page 32



  
single aperture - one new source ( simulation)

single aperture - one new source (water tank)
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Double-Slit Interference using Huygens Principle

We now consider what happens when an advancing wavefront is obstructed by barriers.
From the standpoint of Huygens' principle, each unobstructed point on the original
wavefront act as a new source and the disturbance beyond the barrier is the
superposition of all the waves spreading out from these secondary sources.

For a traveling circular wave (not one-dimensional as we have been discussing)
starting out from r = 0  at t = 0, we have the form

y r t A r vt A t r v( , ) cos ( ) cos ( / )= - +æ
è

ö
ø

= - +( )2p
l

b w b

The quantity w( / )t r v-  is called the phase  of the wave and b  is the
initial phase at r = 0 and t = 0. Because all of the secondary sources
are derived from the same original wave, there is a well-defined
relation between their initial phases.

This condition is called coherence and it implies, in turn, a
definite phase relation among the secondary disturbances as they
arrive at some distance point beyond the barrier. As a result there
exists a characteristic interference pattern in the region on the far
side of the barrier that does not fluctuate in appearance.

The simplest situation, and one that is basic to the analysis of all
others, is to have the original wave completely obstructed except at
two arbitrarily narrow apertures.

In this two-dimensional system, the slits act as new point sources.
In the figure below we indicate a wavefront approaching two slits S1

and S2, which are assumed to be very narrow (but equal).

For simplicity we assume that the slits are the same distance from
some point source which acts as the primary source of the wave. Thus,
the secondary sources are in phase with each other, that is, the
phase w( / )t r v-  is the same for the primary wavefront when it arrives
at both slits for each new source (we choose b = 0 for simplicity).

If the original source generates sinusoidal waves, then the secondary
sources also generate sinusoidal waves.
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Figure 12
Double-Slit interference

At an arbitrary point P, the disturbance is obtained by adding
together the contributions arriving at a given instant from S1 and S2.
In general we need to consider two characteristic effects:

(1) The disturbances arriving at P from S1 and S2 are different in 
    amplitude(value of A) for two reasons. First, the distances r1 and
    r2  are different, and the amplitude generated by an expanding
    disturbance falls off  with increasing distance from the source
    (like 1/ r ). Second, the angles q1 and q2 are different and this
    also affects the amplitudes.

    We will concentrate on situations for which the distances r1 and r2

    are very large compared to the separation between the slits d . In
    these situations, the differences between the amplitudes from the
    two slits at P is negligible and we ignore the difference.
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(2) There is a phase difference between the disturbances at P
    corresponding to the different amounts of time it takes each wave
    to arrive at P. The time difference is ( ) /r r v2 1-  where v is the
    wave speed.

    It is the phase difference which dominates the general appearance
    of the resultant interference pattern. Ripple tank examples for 
    two and three slits are shown below.

double aperture - two new sources

triple aperture - three new sources

Figure 13

Clearly there exist "nodal" lines along which the resultant
disturbance is almost zero(destructive interference) at all times. It
is easy to calculate their positions. At any point P, the disturbance
(displacement) as a function of time is of the form

y t A t r v A t r vP( ) cos ( / ) cos ( / )= -( ) + -( )1 1 2 2w w

This equation embodies the fact that a given sequence of
displacements at each source gives rise, at a time r v/  later, to a
similar sequence at a point a distance r  away. Thus, if we put
A A A1 2 0» = , we then have

y t A t r v t r v A t
v

r rP( ) cos ( / ) cos ( / ) cos cos ( )= -( ) + -( )[ ] = -é
ëê

ù
ûú0 1 2 0 2 12

2
w w w

w
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Introducing the wavelength l n p w= =v v/ /2  we have
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A given nodal line is defined by the condition y tP( ) = 0 or that the
quantity

p
l

p
l

( )
( ) ( / )

r r
n r r n2 1

2 12 1
2

1 2
-

= + ® - = +  (nodal lines)

where n is any integer. Between the nodal lines there is another set
of lines of maximum displacement, where the resultant disturbance
reaches its greatest value. It is easy to see that the condition for
this to occur is

r r n2 1- = l   (interference maxima)

The important parameter that governs the general appearance of the
interference pattern is the dimensionless ratio of the slit
separation d  to the wavelength l . This fact is manifested in its
simplest form if we consider the conditions at a large distance from
the slits, that is, r d>> . Then, the value of r r2 1-  can be set equal to
dsinq  (see figure) with negligible error. Therefore, the condition for
interference maxima becomes

d n
n
dn nsin sinq l q
l

= ® =

and the amplitude at some arbitrary direction is given by

A A
d

( ) cos
sin

q
p q

l
= æ

è
ö
ø

2 0 . We then see that the interference at a large

distance from the slits is essentially a directional effect, that is,
if the positions of the nodes and the interference maxima are
observed along a line parallel to the line joining the two slits (we
put a screen out there), the linear  separation of adjacent maxima (or
zeroes) increase in proportion to the distance D from the slits
( sin /q » x D).

If we now turn to the schematic for the double slit setup shown in
the figure below

Figure 14
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In this case the detector or screen shows an interference pattern like the one in
the figure below

   Figure 15
The double-slit intensity function for s>> l

The separation between maxima is

sin sinq
l

q
l l
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ö
øs

x D
D
s
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D
d

The pattern above does not assume the slit width w is zero. The
equation for this pattern is
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The intensity wiggles are shown in the figure below where they are
modulated by the single-slit pattern

Figure 16
The double slit intensity (solid curve) and its
envelope, the single slit-intensity

The double-slit interference pattern can be completely explained
using Maxwell's electromagnetic wave theory.

But wait! According to Einstein, a light beam consists of photons  and
therefore transports energy in spatially-localized  clumps with
particle-like properties. But no model based on particle dynamics can
explain interference or diffraction. The implications of the
double-slit experiments appear to contradict Einstein's theory of
light.

Yet a model based purely on classical wave theory is also inadequate
for it cannot explain phenomena such as the photoelectric effect and
x-ray (Compton) scattering. These experiments support a model in
which light interacts with other subatomic particles (for example
electrons) according to the laws of classical particle dynamics.

Maybe we can resolve this puzzle by performing the double-slit
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these particles in the experiment should differ strikingly from that
of light. This was a good idea, but as we will now see, the
experiment deepens rather than solves the mystery.

Double Trouble

Our strategy in this new double-slit experiment is to send electrons
through a "double-slit" and see how the intensity measured by the
detector differs from the interference pattern formed by light. To
implement this strategy, we must make a few modifications in the
apparatus used to perform the experiment with light.

First, we replace the light source with an electron gun  - a device
that produces a (nearly monoenergetic) beam of electrons of energy E.
A heated tungsten wire, for example, produces a stream of electrons
which we can form into a beam (collimate) and accelerate to any
desired speed. Second, we replace the photographic plate with an
electron detector - a device that counts the number of electrons that
arrive in each square meter per unit area per sec. Like the
photographic plate, this detector measures the rate at which energy
arrives at each point on the detector. A screen covered with a
phosphor will do - when an electron arrives on the screen, it
produces a bright spot (we can take pictures of the screen as time
progresses).

What would we expect to see at the detector if the electrons were
particles, subject to the same physical laws as, say, marbles?
Imagine for a moment, that we block one slit, say the lower slit , so
that all the electrons must come through the other, open slit. Most
electrons that make it through will go straight through this slit,
"piling up"  at the detector directly opposite it. We therefore
expect to see a maximum in the measured intensity opposite the upper
slit. But some particles will scatter from the edges of the slit, so
we expect some amount of spread in the pattern. A reasonable guess
for the intensity of a beam of particles passing through the
apparatus with only the upper slit open is the curve Iu( )q  in the
figure below. The curve I l ( )q  should be obtained if only the lower  slit
is open.

Figure 17
Marble patterns with one slit open

What should  happen when both slits are open? Well, if the electrons
are indeed particles, then the measured intensity should simply be
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I Iu l( ) ( )q q+ . This rather featureless curve is shown below.



Figure 18
Marble patterns with both slits open

If you were to scale the apparatus to macroscopic size and send
through a uniform beam of marbles - with, of course, a suitable
detector - this is exactly what you would see.

But what we actually  see when the experiment is run with electrons is
altogether different.

The actual modern experimental setup is shown below (Hitachi Labs).
This is a modern-day version of the original Davisson and Germer
experiments in 1920 where electrons were sent through a crystal
lattice (set of parallel planes of atoms acting like slits).

Figure 19
Electron diffraction apparatus

The experiment was carried out in 1989 in Tokyo by Tonomura, et al at
the Hitachi Advanced Research Lab. In the experimental set-up,
electrons are generated on a hot wire with a well determined energy
(velocity) and then a beam is created using electrostatic lenses. The
monoenergetic (single wavelength) electron beam is then sent through
an electron biprism to simulate a double slit geometry.  A schematic
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Incoming electrons

Deflected electrons

Grounded
Plate

Grounded
Plate

Positively Charged
Wire

Electric Field
Lines

Detecting Screen

Figure 20
Schematic of electron diffraction experiments

The experimental results are shown below (sequence of images made at
different times during the experiment).

The measured intensities clearly exhibit bands of alternating high
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and low intensity - an interference pattern, like the one formed by



light. This experiment seems to imply that the electrons are
diffracted  by the slits and then interfere  in the region between the
slits and the detector. If one fits the measured intensity of the
scatter electrons to the double-slit intensity formula we get a
perfect fit if we assign to each electron(of mass m and energy E) a
wavelength

l = =
h
mE

h
p2

To a classical physicist, steeped in the idea that electrons are
particles, this equation is nonsense!

Another set (over time) of experimental results is shown below.

These are truly amazing pictures when one remembers these are
electrons that are producing the patterns!

Maybe they are waves?

At first, the results of the electron double-slit experiment seem
consistent with the (deviant) notion that electrons are waves, not
particles. This is a quite radical idea - a wealth of experimental
evidence to the contrary exists. Early experiments on electrons such
a Thomson's measurements of e m/ , Millikan's 1917 measurement of the
electron charge e, and Rutherford's 1911 scattering experiments,
strongly support the model  of the electron as a discrete, indivisible
unit of electric charge - not a wave.

If we investigate these experiments further, however, we discover a
problem with a wave hypothesis.

Suppose we turn down the intensity of the incident  electron beam so
that very few electrons per second pass through the slit . Were
electrons waves, the interference pattern that forms at the detector
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interference pattern). As time passes and more and more electrons are
scattered by the double-slit, this pattern would intensify,
ultimately looking like the last frame in the two above pictures.

But this is not what happens.

As can be seen in the frame sequences above, shortly after we switch
on the electron gun, we see at the detector not a (weak)diffraction
pattern, but spots  - just what we would expect to see if the
electrons were particles! This result is incompatible with the notion
that electrons are waves since waves transport energy via
non-localized wave fronts, not concentrated lumps. Only concentrated
lumps of energy can produce spots! You can see similar behavior -
spots at the detector - we perform the experiment with light at low
enough intensity that only a few photons per second arrive at the
photographic plate.

Curiously, the spots initially show no particular pattern, neither
interference as in Figure 15 or "humps" as in Figure 17 or 18. It
looks like electrons are particles that arrive randomly .

But they are not! With the passage of time, the electrons begin to
form the interference pattern. The frame sequences show this pattern
forming as if by magic. These pictures are eerie - it is as though
each electron knows precisely where it should contribute to the
interference pattern. This gives rise to the question: If the
electrons are particles, what guides them to just the right place on
the detector?  Remember, if they are all classical particles with the
same initial conditions, then they should all be doing the same thing
- following the same path of motion. They do not!

We can summarize our observations in this way:

When an electron arrives at the detector, its interaction with the
material of the detector produces a spot, a spatially-localized point
- behavior we associate with a classical particle.

Yet, when a number of electrons propagate from the slit to the
detector, they somehow form a distinctive interference pattern -
behavior we associate with classical waves. Perhaps strangest of all,
this pattern appears only after sufficient time has elapsed that a
statistically significant number of electrons has arrived at the
detector .

This is a situation worthy of Gilbert and Sullivan. In the same
apparatus, we can see electrons behaving like waves or like
particles, depending on how long we let the experiment run. The
short-term behavior of the electrons is incompatible with the wave
model , but their long-term behavior is incompatible with the particle
model .

So what are they? (Is this even the correct question to be asking?)

In these experiments, we might say that we are seeing light or
electrons appearing to behave as both  a wave and particle in the same
experiment or maybe we are just misinterpreting  the whole thing!
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classical ideas and is the result of something totally new happening.

We must keep our minds open  when we are investigating new physics.

Remember, that when we say that a physical object can be both a
particle and a wave we are mixing two very, very different classical
attributes.

A wave can spread out over an enormous area

Particles are confined to small regions (they are 
 localized)

A wave is easily split into parts going in all directions 
 (beam splitters)

Particles cannot be split up.

Two waves can overlap in space and time and emerge 
 unchanged

Particles collide if they attempt to occupy the same point
in space and time

But experiment seems to say that objects can be " both " at the same
time!

If this is bothersome, remember that this statement may make no
sense...it may simply be our last desperate attempt  to maintain
classical descriptions as we proceed to find classical physics does
not work.

We will soon have to discard this way of doing things. We will have
to find totally new ways of describing the world if we are going to
have any chance of understanding it.

The Mystery Deepens

Whatever theory we dream up to make sense of these observations must
preserve the spatially-localized property of electrons and yet
explain the pattern formed when many electrons arrive at the
detector. Let us try the hypothesis that an electron is a new kind of
particle, one that somehow propagates according to wave dynamics.
This hypothesis, at least, would let us explain the observed pattern
as due to the interference of two electrons, one from the upper slit
and one from the lower slit. To test this idea, we devise another
variation on the double-slit experiment.

If this model  of the electron is correct, we should be able to get
rid of the interference pattern by turning the incident beam density
so low that only one electron goes through the slits at a time . (Such
an experiment is technically feasible - in fact you will do it in the
Physics 6 laboratory with photons). A single electron, after all, has
nothing to interfere with. But the results of the experiment are not
what we expect. Even at the lowest possible incident density, an
interference pattern forms (eventually) . Any such model  implicitly
assumes that the electron has a trajectory, that is, that each
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each electron acts as though it were interfering with itself.  Such
results force us to accept that in no sense can an electron be
thought of as a classical particle or a classical wave.

The double-slit experiment beautifully illustrates one of the central
mysteries of quantum physics: the dual nature  of microscopic
entities.

I believe that the difficulties many people have understanding the
results of this experiment arise because we are hidebound by our
classical training and intuition. We persist in trying to force
electrons and photons to fit either  the classical particle model  or
the classical wave model . It is perhaps unfortunate that electrons
behave like  classical particles in some experiments and like  waves in
others, for this behavior can seduce us into thinking that there must
be some way to retain one of these classical models . But there is
not; neither model  by itself is correct, for neither model  conforms
to the observed behavior of electrons. To explain the double-slit
results we will need a completely new theory. We will need to rethink
all of our ideas about the physical world. We will need to learn a
new language to understand this new world!

More Trouble with Trajectories

We argued earlier that the very idea of ascribing a trajectory to a
microscopic particle is rendered nonsensical by the Heisenberg
Uncertainty Principle - on the grounds that if we cannot know
precisely a particle's position and momentum at any time, then we
cannot even define its trajectory. The implications of this argument
are nothing if not far-reaching: it requires us to jettison the
entire machinery of Newtonian physics! The double-slit experiment
provides further insight into this problem by showing us how
misleading is the idea that microscopic particles follow paths in
geometrical space.

If the incident electrons did follow paths through the slits to the
detector, then each would have to pass through either  the upper slit
or  the lower slit. Yet, the results of the double-slit experiment
imply that the electrons seem to go through both slits , for an
interference pattern forms at the detector even if the incident
intensity is so low that electrons traverse the region from source to
detector one at a time. But interference is understood (in classical
physics) as arising from the superposition of two (or more) waves,
and such an explanation is inconsistent with the notion that
electrons follow classical paths.

Aside: Failed Attempts to Trick the Electrons

You may be wondering if the issue of whether trajectories can be
ascribed to electrons could be settled by a variation on this
experiment - one would "trick" the electrons into revealing which
slit they went through. Suppose, for example, that we put an electron
detector immediately behind each slit. By seeing which detector
registers, we could determine once and for all which slit each
electron went through.

This gambit works! If we carry out such an experiment, we find that
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arrives at the detector. But after many electrons have undergone the
journey through the slits , if we look for the interference pattern
at the detector , we find instead that the measured intensity forms
the "hump" pattern characteristic of particles. So this experiment in
no way explains the wave-like  behavior of the propagation of
electrons in the original apparatus, for in this experiment the
behavior of the electrons is consistently particle-like.

What went wrong was that we interfered. By measuring the position
immediately behind the slits, we altered the state of the incident
electrons, changing their subsequent behavior and therefore the
pattern they form in the detector. In particular, our observation of
which slit the electrons went through imparted momentum to them. This
transfer of momentum destroyed the interference pattern. This
experiment illustrates the interaction between observer and the
observed that we discussed earlier: a measurement on a microscopic
system inevitably alters the state in an uncontrollable way.

The Heisenberg Uncertainty Principle affords some insight into this
interaction. To be sure which slit the electrons pass through, we
must measure position (just behind the slits) accurately to within an
uncertainty Dx that is less than the spacing between the slits. But
since the uncertainty product D Dx px  must be positive, a non-zero
position uncertainty implies an non-zero momentum uncertainty. A
detailed quantitative analysis along these line reveals that the
resulting Dpx  is just large enough to wash out the interference
pattern at the detector (just large enough to make the phase of the
waves involved uncertain enough to wash out the interference).

Duality characterizes all the whole panoply of quantum particles:
protons, neutrons, atoms, molecules, etc. Invariable, microscopic
entities seem to propagate according to wave dynamics but to interact
with each other according to particle dynamics. Or maybe we are
thinking about the whole thing in the wrong way!

A significant step on the road to understanding this duality was
taken in 1923 by Prince Louis Victor Pierre Raymond de Broglie.

It All Started With de Broglie

The experiments we have been discussing raise a host of questions. If
electromagnetic radiation consists of photons  - localized lumps of
energy - how can we explain phenomenon such as diffraction and
interference? If not, why did Compton have to use classical collision
theory to explain the scattering of x-rays by metals? On the other
hand, if electrons are particles, why do they produce an interference
pattern at the detector in the double-slit experiment? The behavior
of electrons and photons in these experiments seems provocatively
similar - crazy, to be sure, but crazy in the same way. Are electrons
and photons in some sense the same?

Einstein was deeply puzzled by this question until he noticed a
possible answer in the doctoral thesis of a young French physicist.
In 1924, Einstein wrote in a letter to his Dutch colleague Hendrik
Lorenz that the research of Prince Louis de Broglie "... is the first
feeble ray of light to illuminate this, the worst of our physical
riddles". De Broglie's achievement was to synthesize the wave-like
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seems to have only dimly understood the nature of quantum particles
and his rather nebulous physical models of quanta have since been
superseded, the importance of his contribution has not diminished. It
initiated the development of modern quantum mechanics.

Sometimes a Great Notion

In 1910 de Broglie began studying history at the University of Paris;
soon, however, he switched to physics. His studies were interrupted
in 1913 by a six-year stint in the French army, during which he and
his brother Maurice worked on wireless telegraphy. Then in 1919 he
returned to Paris for his doctoral research.

From his work on the x-ray spectra of heavy elements, de Broglie knew
of photons and the Bohr model of atomic structure. And he was
particularly intrigued by "Planck's mysterious quanta". So he set
himself the task of "uniting the corpuscular and undulatory points of
view and thus penetrating a bit into the real nature of quanta".

In 1923, lightning struck. As de Broglie tells it:

As in my conversations with my brother we always arrived
at the conclusion that in the case of x-rays one had both
waves and corpuscles, thus suddenly - I cannot give the
exact date when it happened, but it was certainly in the
course of summer 1923 - I got the idea that one had to
extend this duality to material particles, especially to
electrons.

Thus, did de Broglie come up with the idea of matter waves . This idea
led him to the important notion that all microscopic material
particles are characterized by a wavelength and a frequency, just
like photons .

Aesthetic considerations seem to have influenced de Broglie's
thinking towards the idea of matter waves. He evidently felt that
nature should be symmetrical(now everyone knows that this is a valid
way to think - he was so far ahead of his time!), so if particles of
light (photons) were to be associated with electromagnetic radiation,
then so should waves of matter  be associated with electrons. Simply
stated, his hypothesis is this: There is associated with the motion
of every material particle a "fictitious wave" that somehow guides
the motion of its quantum of energy .

In spite of its rather vague character, this idea was remarkably
successful, For example, using the methods of classical optics (such
as Fermat's principle of least time) to describe the propagation of
quanta, de Broglie was able to explain how photons (and, for that
matter, electrons) diffract and interfere: It is not the particles
themselves but rather their "guide waves" that diffract and
interfere. In de Broglie's words, "the fundamental bond which unites
the two great principles of geometrical optics and of dynamics is
thus fully brought to light".

De Broglie put forth these ideas in his Ph.D dissertation, which he
wrote at age 31. His thesis did not fully convince his examiners, who
were impressed but skeptical of the physical reality of de Broglie's
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matter waves. One examiner later wrote, "at the time of the defense



of the thesis, I did not believe in the physical reality of the waves
associated with the particles of matter. Rather, I regarded them as
very interesting objects of imagination". Nevertheless, de Broglie
passed.

It is not clear that de Broglie himself knew what he meant by matter
waves. In his thesis he notes that "the definitions of the phase wave
and of periodic phenomenon were purposely left somewhat vague". In
subsequent papers, de Broglie tried several different interpretations
of his elusive waves.

Beautiful Equations

De Broglie's equations for the wavelength and frequency of his matter
waves are elegant and simple. Even their derivations are not
complicated. In his seminal paper of 1923, de Broglie began with
light quanta  - photons - so let us review the equations governing the
wavelength and momentum of a photon and then extend that to material
particles.

The photon is a relativistic particle of rest mass m0 0= . Hence the
momentum p of a photon is related to its total energy E through the
speed of light as

p
E
c

=   for m0 0=

To introduce the frequency n  of a photon, we use Einstein's equation
for the photon energy

E h= n

so that

p
h
c

=
n

For a wave in free space, the wavelength is l n= c/  so that we have

p
h

=
l

Now, in contrast to a photon, a material particle such as an electron
has a non-zero rest mass m0. Therefore the relationship between the
energy and momentum of such a particle moving at relativistic
velocities (in a region of zero potential energy) is given by

E p c m c2 2 2
0
2 4= +

and its kinetic energy is

K E m c p c m c m c= - = + -0
2 2 2

0
2 4

0
2

If the velocity of the particle is non-relativistic ( v c<< ), then its
kinetic energy is simply

K
p
m

m v= =
2

0
0

2

2
1
2
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In either form, the photon derivation cannot be applied to a material
particle.

Nonetheless, de Broglie proposed that we use the photon results for
material particles also. Thus, for electrons, atoms, photons and all
other quantum particles, the energy and momentum are related to the
frequency and wavelength by

p
h

=
l

 and E h= n   - the de Broglie-Einstein equations

Notice that the de Broglie equation l = h p/  implies an inverse
relationship between the total energy E of a particle and its
wavelength

l =

-
æ
èç

ö
ø÷

hc E

m c
E

/

1 0
2 2

If applied to a photon (by setting the rest mass to zero) this
equation reduces to the earlier result. Hence, the larger the energy
of a particle, the smaller the wavelength and vice versa.

The Unanswered Question

De Broglie's notion that some sort of wave guides the motion of every
quantum enabled him to explain a variety of hitherto inexplicable
phenomena, such as quantization of the orbital angular momentum of an
electron in a Bohr orbit of the hydrogen atom. It also led him to
suggest that the existence of matter waves could be verified by
looking for electron diffraction patterns. The experiments of
Davisson and Germer mentioned earlier vindicated de Broglie's ideas.
Matter waves were real or so it seemed at the time.

But de Broglie's research left unanswered deep and important
questions: what is a matter wave?  Of what is l  the wavelength? How do
these mysterious waves control the propagation of a microscopic
particle? The answers are not to be found in de Broglie's writings.

Nonetheless, by raising such questions and focusing the attention of
the physics community on the need to associate some sort of wave with
microscopic material particles, de Broglie initiated the quest for a
new physical theory. The quest led physicists on a tortuous path
during the early 1920's that was often called the Stone Age of
Quantum Mechanics.

But rather than follow this tortuous path that is full of useless
dead-ends, we will jump to the successful theories of Schrodinger,
Heisenberg and Dirac.

In fact, we will approach the subject from a very abstract viewpoint
due to Dirac, that is, we will learn a new language - the language of
quantum mechanics - and then derive the ideas and equations of the
theory. After that we will return to the approaches used by
Schrodinger and Heisenberg. At that point we will try to decide
whether the idea of matter waves makes any sense.
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The Controversial Concept of Complementarity

As for knowledge, it's the scandal of our age
that philosophy has been whittled away to a
barebones epistemology, and thence to an even
barer agnoiology.

Have I found a word you don't know?

Agnoiology is the philosophy of ignorance, a
philosophy for philosophers.

- from Camp Concentration
  by Thomas M. Disch

Seemingly, to explain the behavior of quantum particles, we must
evidently use both the classical wave and particle models - in spite
of the apparent contradictions between them. To say that this
situation poses logical problems is to understate wildly. In the
early 1920s, this predicament lay heavy on the minds of physicists,
until the Danish physicist Neils Bohr proposed a way out.

Bohr to the Rescue

Bohr was one of the intellectual giants of early quantum theory. His
ideas and his personality were enormously influential. During the
1920s and 1930's, the Bohr Institute in Copenhagen became a haven for
scientists who were developing the new physics.

Bohr was not always receptive to quantum ideas; like many of his
colleagues, he initially rejected Einstein's photons. But by 1925 the
overwhelming experimental evidence that light actually has a dual
nature had convinced him. So for the next several years, Bohr
concentrated on the logical problem implied by the duality, which he
considered the central mystery of the interpretation of quantum
theory.

Unlike many of his colleagues, Bohr emphasized the mathematical
formalism of quantum mechanics. Like de Broglie, he considered it
vital to reconcile the apparently contradictory aspects of quanta.
Bohr's uneasy marriage of the wave and particle models was the
Principle of Complementarity . The principle entails two related
ideas:

(1) A complete description of the observed behavior of microscopic
    particles requires concepts and properties that are mutually
    exclusive.

(2) The mutually exclusive aspects of quanta do not reveal themselves
    in the same observations.

The second point was Bohrs' answer to the apparent paradox of
wave-particle duality: There is no paradox. In a given observation,
either  quanta behave like waves or  like particles.

How, you may wonder, could Bohr get away with this - eliminating a
paradox by claiming that it does not exist because it cannot be
observed? Well, he has slipped through a logical loophole provided by
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mechanics describes only observed phenomena . From this vantage point,
the central question of wave-particle duality is not "can a thing be
both a wave and a particle?" Rather, the question is "can a thing be
both a particle and a wave in the same measurement?" Bohr's answer is
no: in a given observation quantum particles exhibit either  wave-like
behavior (if we observe their propagation) or  particle-like behavior
(if we observe their interaction with matter).

And, sure enough, no one has yet found an exception to this
principle.

Notice, that by restricting ourselves to observed phenomena, we are
dodging the question, "what is the nature of the reality behind the
phenomena?"

Many quantum physicists answer, "there is no reality behind
phenomena".

We will try to decide this question for ourselves during this
seminar.

Complimentary Observables

Before leaving complementarity, I want to mention another aspect of
this topic, one that relates it to the Heisenberg Uncertainty
Principle. This principle implies a special relationship between
position and momentum. The uncertainties in these observables are
related by   D Dx p³ h/ 2 so if we obtain (via measurement) precise
knowledge  of either observable, we do so at the expense of any
knowledge of the other. Bohr considered this mutual uncertainty as a
manifestation of complementarity in the mathematical formalism of
quantum mechanics.

We will have to decide during this seminar whether this
interpretation of the uncertainty principle is correct - whether it
has anything to do with individual measurements.

The relationship between position and momentum, as expressed in the
Heisenberg Uncertainty Principle, differs from the complementarity
relationship of the wave and particle nature of quanta: position and
momentum are both particle-like  attributes of quanta. Rather than
describe position and momentum as complimentary, perhaps it would be
better to describe them as incompatible .

A Philosophical Cop-Out?

The Principle of Complementarity may seem a little vague. Indeed,
that is how it struck the audience of distinguished physicists at the
international conference in 1927 where Bohr first presented his
ideas. These ideas are undeniably subtle, and Bohr did not always
express himself clearly. Nevertheless, in spite of some initial
confusion, the physicists developing and using quantum theory adopted
complementarity, and today it is one of the central tenets of the
Copenhagen Interpretation of Quantum Mechanics .

The Copenhagen interpretation, which we will discuss later, has its
detractors, but it is  a way of making sense (more or less) of the
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of quantum mechanics (of course, that does not make it correct -
physics is not democracy).

In spite of the wide adoption of the Principle of Complementarity,
many thinkers have found it philosophically offensive, perhaps
because rather than confront the problem of duality head on, Bohr's
principle seems to sneak around it, taking recourse in the limitation
of quantum mechanics to observed phenomena. James R Newman has
expressed the uneasiness some feel with complementarity:

In this century the professional philosophers have
let the physicists get away with murder. It is a
safe bet that no other group of scientists could
have passed off and gained acceptance for such an
extraordinary principle as complementarity.

Final Thoughts: A Few Words about Words.

I suspect that some of the difficulties people have with
complementarity stem from classical thinking, from their
understandable determination to cling to classical models . But after
all, the wave and particle descriptions of nature are merely models .
There is no reason to expect them to apply to the whole physical
world (a limitation of all models is their applicability to
restricted sets of phenomena). The results we have been discussing
tell us that in the microworld, each of these models is part of the
truth , but each by itself is incomplete. In some cases, the wave
model  must be invoked to understand observations; in others, the
particle model .

Electrons are not particles. They are not waves, either. They are
something else, for which we neither have a name nor a classical
model. Properly, we should follow de Broglie's lead and refer to them
as "fragments of energy", but that would be awkward. Or we could
follow Eddington and call the "wavicles", but that sounds silly. So
we stick with "particles" (leaving off the quotation marks) and do
the best we can.

But we must not overlook the influence of the language we use on how
we think. In the microworld, nature transcends our familiar language
and the technical language of the classical physicist. On this point
Werner Heisenberg wrote:

The problems of language are really serious.
We wish to speak in some way about the structure
of atoms... But we cannot speak about atoms in
ordinary language.

Quantum Mechanics, Ordinary Language and Mathematical Language.

It is not possible to reduce the quantum universe to everyday ways of
thinking (usually called "common sense"). In fact, in order to
understand the ideas and implications of the theory we will have to
adjust all of our ways of thinking at the most fundamental level.

Imagine, for a moment, that you are attempting to understand a new
culture. If you are serious about it, the first thing you would do is
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your experiences in the proper context.

Understanding the universe of quantum phenomena is much like
understanding a new culture where the appropriate language is
mathematics and the experiences we are attempting to put into context
are macroscopic experiments.

We have to use a mathematical language to describe the quantum world
since ordinary language, which was developed to explain everyday
occurrences (experiments on macroscopic objects), will turn out to
be totally inadequate. There are no "models" or "classical analogues"
that will ever give us any insight into the workings of the quantum
world.

Since it makes no sense to attempt any understanding of the nature of
quantum phenomena without first learning to speak and use the
language of the quantum world, one should spend some time very early
on in learning the appropriate mathematics, in particular, the
subject of linear vector spaces (we will in this seminar).

The adjustment of our ways of thinking at the fundamental level that
will be needed is not simply a mathematical matter, however. The
development of the necessary mathematical language will not come into
conflict with our everyday modes of thinking in any major way.
Although, the mathematics of linear vector spaces is very elegant,
you will be able to understand it without much difficulty and without
having your basic view of the world changed at any fundamental level.

You will be troubled, however, when you apply the mathematics to
physical systems that develop according to quantum rules. You will
need to attach physical meaning to the mathematical formalism in ways
that will conflict with your well-developed views(I will call these
"classical views") about how the world works.

Dirac was able to join the conceptual structure with the mathematical
structure. He invented a mathematical language (I purposely do not
use the word "notation") that directly embeds the philosophy of
quantum mechanics into the mathematical structure used to do
calculations. The new language directly exhibits what is being said
about nature in quantum mechanics.  Dirac language exposes the
internal logic of quantum mechanics in a way that mere words cannot
possibly accomplish. It displays the sense, the physical meaning of
the theory in every equation one writes without the need for further
explanation or any need for inadequate models.

It is very important to understand that the Dirac language is not
simply a new notation for quantum mechanics(as many physicists seem
to think). It is not merely a way of writing. A way of writing
expresses a way of thinking. Dirac language is a way of thinking.

It will allow us to use the physical ideas of quantum mechanics to
develop the appropriate mathematical language rather than the other
way around. This allows the very mathematical quantum theory to be
more closely connected to experiment than any other physical theory.

Dirac language expresses the quantum mechanical way of thinking. With
it one can proceed from the philosophy of the subject to its

Page 54

mathematical expression rather than the other way around.  That is



the way one should study quantum mechanics. One should proceed from
meaning and Dirac language is perfectly suited to this task.

Meaning does not reside in mathematical symbols, however. It resides
somehow in the thoughts surrounding these symbols. It is conveyed in
words, which assign meaning to the symbols.

Dirac language is able to take notions expressed in words and replace
them with simple mathematical statements that we are eventually able
to place within a complete and logical structure that allows for a
fundamental understanding of what quantum mechanics means and is
saying about nature.

This task is impossible without mathematics. Mathematics is the true
language of all of physics. Words alone only suffice for thinking
about the physics of everyday objects.

These statements about the importance of understanding the
mathematical language appropriate to the physics under consideration
do not only apply to the quantum world. It is true, I believe, for
all areas of physics and other sciences. One should always learn the
appropriate language before studying any field that relies on that
language for its understanding.

So be careful . Beginning now we shall buckle down and take a serious
look at the mathematical and physical structure of quantum mechanics.
But tread warily, lest you slip back into the black abyss of
classical thinking and consequent confusion. With this warning out of
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