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Preface

Operational Quantum Physics offers a systematic presentation of quantum
mechanics Which makes exhaustive use of the full probabilistic structure of
this theory. Accordingly the notion of an observable as a positive operator
valued (POV) measure is explained in great detail, and the ensuing quan-
tum measurement theory is developed and applied both to a resolution of
long-standing conceptual and interpretational puzzles in the foundations of
quantum mechanics, and to an analysis of various recent fundamental ex-
periments. Fundamental to the present approach is the distinction between
sharp and unsharp observables: the former correspond to the commonly used
self-adjoint operators or their spectral measures, while the latter are given
by POV measures that are not built by projection operators.

The book, or different parts of it, will be of interest to advanced students
or researchers in quantum physics, to philosophers of physics, as well as to
mathematicians working on operator valued measures. The first two Sections
provide the motivations behind and a systematic development of the physi-
cal concepts and mathematical language. It is here where the measurement
theoretic and operational foundations are laid for a realistic interpretation
of quantum mechanics as a theory?for individual systems. This interpreta-
tion, which has been the authors guide in their research work in quantum
physics, seems to come closest to physicists practice in devising theoretical
models and conceiving new experiments. It is illustrated in the phase space
measurement model of Section 4, where Heisenbergs interpretation of the in-
determinacy relation in terms of individual, irreducible quantum inaccuracies
is demonstrated. Apart from this instance, most of the other issues?treated
do not presuppose adherence to such an interpretation of quantum mechan-
ics.

Section 3 illustrates the use of POV measures in carrying out the covariance
point of view for the operational definition of an observable. The underly-
ing space-time symmetry is that of the Galilei group. While an analogous
program can be carried out for the Einstein-relativistic case, it has not been
included here since the corresponding measurement theoretic foundation does
not exist. The aspect of covariance offers a physically satisfactory unifying
approach and at the same time?opens up a variety of mathematical ques-
tions.



The foundations of quantum mechanics are addressed in Sections 4-6. For
example, the possibility of measuring jointly noncommuting observables is
spelled out conceptually and in terms of realizable models, some of them
proposed recently in the field of quantum optics from which the majority of
the experimental examples provided in Section 7 are drawn.

Although this book applies quantum measurement theory as a tool in foun-
dational investigations and analyses of experiments, it does not address the
perennial measurement problem. It does, however, provide evidence that
unsharp observables may be important in developing a coherent quantum
picture of classical physical phenomena and thus of the occurrence of definite
events. In fact POV measures allow for a novel concept of coarse-graining,
as reviewed in Section 5 and applied in Section 6 in the characterization of
a quasi-classical phase space measurement?situation.

This book has grown out of research work that the authors have enjoyed
carrying out in collaborations over more than the past decade. Support in
the form of Fellowships, grants and exchange programs has been extended
to us by the Academy of Finland, the Alexander von Humboldt-Foundation,
the BMFT in Bonn, the Polish Academy of Sciences, the Research Institute
for Theoretical Physics in Helsinki, and the University of Turku Foundation.
In the final stage of this work one of us (PB) enjoyed hospitality and support
from the Department of Physics, Harvard University. Cambridge.

Prologue

The theory of quantum mechanics on Hilbert space has been the basis of
fruitful and deep research into virtually all branches of physics for nearly
seventy years. There seems to be no instance of a conflict between theo-
retical predictions and experimental results. In View of this success it is
remarkable that a few conceptual problems have resisted any attempted res-
olution even until now. Some of them became tractable once the probabilistic
structure of quantum mechanics was properly appreciated in its full gener-
ality. Gleasons theorem and the introduction of the notion of an observable
as a positive operator valued (POV) measure were the crucial steps in this
development. Interestingly, the latter discovery was made independently in
a variety of rather disparate areas of quantum physics, motivations ranging
from foundational interests to fairly practical needs. This wide scope of the
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concept of POV measure already demonstrates its status as an integral part
of the basic structure of quantum mechanics. The traditional notion of ob-
servables as self-adjoint operators constitutes a special case, represented by
projection operator valued (PV, or spectral) measures.

The incorporation of POV measures into the quantum vocabulary has not
only opened up new ways of approaching longstanding theoretical puzzles,
it also gave rise to an elaboration of quantum measurement theory into a
conceptually sound and mathematically rigorous, powerful tool for analyzing
physical experiments. The ensuing research activities have led to a variety
of reviews and monographs dealing with such diverse topics as probabilistic
and statistical aspects of quantum theory, quantum estimation and detec-
tion, quantum theory of open systems, photon counting theory, or quantum
mechanics on phase space. Much of this work is done on a high technical level
and has thus contributed to setting new standards of rigor for investigations
in the foundations of quantum physics. At the same time the POV mea-
sure approach to quantum observables has gradually induced a probabilistic
reformulation of quantum theory that is conceptually simpler and closer to
experimental practice than the traditional approach.

The present book is a result of two intimately related lines of research efforts
that took place in the past decade. On the one hand quantum measurement
theory has found manifold successful applications leading to new insights in
the analysis of fundamental experiments. On the other hand considerable
progress has been made in working out the operational conditions needed
for associating POV measures with properties of physical systems. Both de-
velopments have contributed to fully appreciating the relevance of quantum
mechanics as a theory of individual objects. The need for such a realistic in-
terpretation of quantum theory is strikingly evident in these days where one
is witnessing Worldwide activities in carrying out exciting experiments with
single microsystems such as atoms, ions, neutrons, or photons - experiments
which formerly could only be conceived as thought experiments. Our primary
concern is twofold. First we wish to demonstrate the amazing capabilities of
the quantum formalism if applied in its full-fledged probabilistic form. The
advantages of POV measures and of measurement theory, taken as tools of
investigation into the quantum world, will be illustrated in several steps and
on different levels of sophistication. Yet the notion of a POV measure must
itself be subjected to a measurement theoretical analysis in order to eluci-
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date its physical meaning. Reference to this double role of the measurement
theory is the ultimate purpose of the term operational appearing in the book
title.

The understanding of POV measures as representing observable properties
of a physical system will be based on a realistic, individual interpretation
of quantum theory. According to this interpretation quantum mechanics
describes physical systems existing independently once they have been pre-
pared or identified by observation. Evidence for the presence of a system
may be ascertained by means of determining its real (or actual) properties;
and using ideal measurements this can be achieved without thereby changing
the system in any way. In general, however, a property will be nonobjective
(or potential) and may be actualized through measurement. Such repeatable
measurements can thus be used to prepare systems with actual properties.
It is an important result of quantum measurement theory that the formal-
ism is rich enough to ensure the existence of measurement operations serving
these purposes demanded by the realistic interpretation. As a consequence
the famous reality criterion by Einstein, Podolsky and Rosen, which states
certain predictability on the basis of non-disturbing observations as a suffi-
cient condition for ascertaining actual properties, is naturally incorporated
into quantum mechanics, along with establishing the lattice of Hilbert space
projection operators as representing the totality of properties of a physical
system. Ordinary observables, described as PV measures, refer thus to col-
lections of properties associated with the values of the measured quantities.

This interpretation can be extended to observables represented as POV mea-
sures provided that the criterion of reality is relaxed appropriately so as to
be applicable in situations to be characterized in terms of approximately real
properties. The positive operators in the range of a POV measure, also called
effects, represent the occurrence of particular outcomes of measurements.
The expectation values of the effects are interpreted as the probabilities for
these events. Instead of probabilities 1 or 0 one should in general require only
probabilities close to these values?in order to be able to ascertain that some
property is approximately real or absent. This leads to a generalized notion
of properties, which comprises both, the projection operators referred to as
sharp properties, and certain genuine effects the so-called unsharp properties.
Again the non-disturbing and repeatable measurement operations required
by such an interpretation will be shown to exist in the quantum formalism.
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Unsharp observables arise naturally in the theoretical analysis of experimen-
tal procedures. What kind of properties they represent can often be deter-
mined by making reference to some known sharp observable. Indeed many
POV measures derive from some PV measures by a coarse-graining proce-
dure. For example, a function of the position observable Q can be considered
as a coarse-grained version of Q; this gives rise, among others, to the dis-
cretized versions of Q which are still represented as PV measures. A POV
measure associated with Q arises if instead one performs a convolution of
the spectral measure with some coincidence function. This will be one of our
prominent and prototopical examples. We shall refer to such?an unsharp
observable as a smeared position observable.

In order to avoid misunderstandings regarding our terminology, it is impor-
tant to be aware of the new, non-classical meaning of the terms inaccuracy
and un- sharpness in the context of quantum measurements. An inaccu-
rate measurement refers to a situation where instead of a given observable
a coarse-grained version of it is measured. By contrast, the term unsharp
measurement shall refer to the measurement of an unsharp observable. One
should bear in mind the conceptual?difference between the relation of coarse-
graining that can exist between pairs of?observables, and the property of be-
ing an unsharp observable that pertains to some?POV measures. Some, but
not all, unsharp observables arise as smeared versions of a sharp observable.
The unsharpness in question should not in general be taken as an imper-
fect perception of an underlying more sharply determined property. On the
contrary, this term is intended to describe possible elements of reality whose
preparation and determination are subject to inherent limitations.

The unsharpness brought about by coarse-graining may or may not admit
the kind of ignorance interpretation familiar from classical physical experi-
mentation. In general, however, the unsharpness is a reflection of a genuine
quantum indeterminacy. This turns out to be the case, e.g., with the indi-
vidual measurement interpretation of the uncertainty relation. The question
of how to interpret the source of unsharpness and inaccuracy will be investi-
gated in numerous examples.?The realistic interpretation of quantum theory
outlined here must be regarded as tentative in one important respect. Ac-
cording to this interpretation physical reality is described as it emerges when
investigated by measuring processes, which are themselves physical processes.
Accordingly the self-consistency of the realistic interpretation would require a
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solution of the so-called measurement problem, which has not been achieved
yet. We shall have to leave open whether a new theory of?macrosystems
is needed in order to explain the occurrence of objective pointer readings,
or whether the universality of quantum mechanics can be held up in this
respect. A discussion of these problems is offered in a monograph on the
quantum theory of measurement coauthored by two of the present writers
[1.1]. That book may be viewed as providing the general theory, the present
enterprise being devoted to elaborating various kinds of applications.

The first Section is intended to serve as a guide to our program. It offers
an informal survey showing how POV measures arise in quantum physics
and which new possibilities they bring about. The examples and problems
touched upon here are taken up and explained in appropriate detail later in
the book. Section 1 closes with a brief historical account of those reviews
and monographs that gave direction to our own work in the field.

Section 2 provides a systematic presentation of the concept of an observable
as a POV measure. Mathematical as well as operational issues are discussed
here. Quantum measurement theory is developed to the extent needed for
providing the operational foundations of the interpretation of POV measures
sketched out above. In addition, measurement theory sets the frame not
only for a rigorous treatment of conceptual and interpretational problems
but also for the analysis of experiments. The remaining Sections are con-
cerned with various kinds of examples (Section 3)?and applications of POV
measures. The extended quantum language provides new insights on topics
like incommensurability, complementarity and other limitations on measur-
ability; the indeterminacy relations will be seen to emerge as conditions for
unsharp joint measurability (Section 4). Various aspects of quantum un-
certainty, coarse-graining, state inference, and informational completeness,
appear in a new light if unsharpness is taken into account (Section 5). Phase
space representations of states open up new perspectives upon the quantum/
classical relation, and an operationally founded classical limit procedure is
presented on the basis of?a phase space measurement model, along with an
operational justification of the individual interpretation of the indetermi-
nacy relations (Section 6). Finally, detailed descriptions will be given, in
terms of POV measures, of some fundamental experiments, ranging from
the classic Stern-Gerlach experiment and other polarization measurements
towards advanced present-day examples such as photon number and phase
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measurements, quantum nondemolition devices and demonstrations of un-
sharp wave-particle duality (Section 7).

1 Introduction

1.1 Observables as POV measures

One may identify at least four different ways in which POV measures enter
the arena of quantum physical investigations. First, they are an integral part
of the probabilistic structure of quantum mechanics. Second, they arise in
a natural way in the theoretical description of many experiments. Further-
more, some of the longstanding conceptual problems of quantum mechanics
appear in an entirely new light if reformulated in terms of POV measures.
Finally, thinking of observables as POV measures leads one to envisage new
perspectives that could not have been seen in a frame based on ordinary
observables only.

1.1.1 Statistical analysis of an experiment

In analyzing the general features of any physical experiment one is able to
specify those mathematical structures that are relevant to the theoretical
description of an experiment (Figure 1.1).

Any type of physical system is characterized by means of a collection of
preparation procedures, the application of which prepare the system in a
state T . The set of states is taken to be convex, thus accounting for the fact
that different preparation procedures can be combined to produce mixtures
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of states. Given a system prepared in a state T , then a measurement can
be applied, leading to the registration of some outcome ωi. For illustrative
purposes, we assume a finite set of pointer readings Ω = ω1, ..., ωn. The very
existence of physical experience is due to the fact that one is able to observe
regularities in the event sequences occurring in nature. In particular, physical
experimentation as sketched above would lose its meaning, were there not
a probabilistic connection between the occurrence of a registration and the
preceding preparation. Hence, any pair (T, ωi) of a state T and an outcome
ωi should determine a probability p(ωi|T ),

(T, ωi) 7→ p(ωi|T ) (1.1)

which in a long run of repeated measurements (N trials) is approximated
by the relative frequency N(ωi)/N of the occurrence of the outcome ωi. It
should be noted that different preparation procedures may be statistically
equivalent in that they yield the same statistics for all possible measurements.
Therefore the states T correspond, strictly speaking, to equivalence classes of
preparation procedures. Similarly, different registration procedures may be
statistically equivalent in the sense of yielding the same probabilities in every
state. This gives rise to the definition of an observable as an equivalence class
of measurements. In fact, the map (1.1.1) can?be viewed in two ways. First,
any outcome wi induces a state functional Ei,

Ei : T 7→ Ei(T ) := p(ωi|T ) (1.2)

called an effect. Now the measured observable may be defined as the map
assigning to each outcome ωi its associated effect:

E : ωi 7→ Ei (1.3)

According to the second reading of (1.1.1), any state T fixes a probability
distribution

pT : ωi 7→ pT (ωi) := p(ωi|T ) (1.4)

In the simple case of a discrete experiment the properties of such a probabil-
ity measure are summarized in the positivity (pT (ωi) ≥ 0) and normalization
(
∑

i pT (ωi) = 1) conditions. In view of (1.1.3) the mapping T 7→ pT is defined
by the observable E. Since the properties of pT are naturally transferred to
E, an observable will appropriately be called an effect valued measure.
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It is natural to assume that any state functional Ei preserves the convex
structure of the set of states, that is, it associates with any mixture of states
the corresponding convex combination of probabilities. This is taken as a
reflection of the statistical independence of a long run of identical measure-
ments performed on an ensemble of mutually independent systems. Effects
are thus represented as linear functionals on the space of states.

In Hilbert space quantum mechanics, where states T are represented by state
operators, positive trace one operators T̂ , the (linear) probability functionals
T 7→ pT (ωi) can be shown to be of the form

T 7→ pT (ωi) = tr[T̂ Êi] (1.5)

The Êi are positive linear operators adding up to the unit operator. Conse-
quently,?effects Ei are represented by positive operators Êi and observables
by positive operator valued measures, respectively. From now on we will
identify states and effects?with the respective operators, thus dropping the
hats from the letters.

In summary, a quantum mechanical experiment is represented by a pair
(T,E) where T is the prepared state and E is a POV measure. E corre-
sponds to the measured observable in the sense of the minimal interpretation
of the numbers tr[TEi] as the probabilities for an outcome ωi to occur if the
measurement in question is performed on a system in state T . For vector
states associated with unit vectors ϕ of the Hilbert space H the probabilities
(1.1.5) can be written in the inner product form 〈ϕ |Eiϕ〉.

1.1.2 POV measures arising from actual measurements

The following simple examples demonstrate how POV measures appear in a
natural way in quantum physical investigations, especially when one aims at
realistic descriptions.

Example 1. The following laboratory report of the historic Stern-Gerlach
experiment [1.2] stands quite in contrast to the usual textbook caricatures’.
A beam of silver atoms, produced in a furnace, is directed through an in-
homogeneous magnetic field, eventually impinging on a glass plate (Figure
1.2).
The run time in the original experiment was 8 hours. Comparison was made
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with a similar experiment with the magnet turned off, run time 4.5 hours.
The result of the magnet-off case?was a single bar of silver on the glass
approximately 1.1 mm long, 0.06-0.1 mm wide. In the magnet-on case, a
pair-of-lips shape appeared on the glass 1.1 mm long, one lip 0.11 mm wide,
the other 0.20 mm wide, the maximum gap between the upper and lower
lips being approximately the order of magnitude of the width of the lips.
Both lips appeared deflected relative to the position of the bar. Only visual
measurements through a microscope were made. No statistics on the distri-
butions were made, nor did one obtain two spots as is stated in some texts.
The beam was clearly split into distinguishable but not disjoint beams; yet
this was considered to be enough to justify the conclusion that some prop-
erty had been demonstrated. Gerlach and Stern viewed this property as
space quantization in a magnetic field.

The Stern-Gerlach experiment is simple enough to admit a detailed account
of the idealizations leading to its interpretation as a sharp spin measure-
ment. Such an analysis will be deferred to Chapter 7, while for the moment
a simplified description shall suffice to show that, strictly speaking, only an
unsharp spin observable, hence a POV measure, is obtained.

Let an atom carrying spin−1/2 be prepared in a spin state ϕ = c+ϕ+ +
c−ϕ−.?Its center of mass will be represented by a wave packet φ, so that the
initial state of the atom is φ ⊗ ϕ. Upon passage through a Stern-Gerlach
magnet (oriented so as to measure the spin orientation associated with the
eigenstates ϕ±) the atom undergoes a unitary evolution which couples the

10



spin degrees of freedom with its translational motion:

Ψ ≡ U(φ⊗ ϕ) = c+φ+ ⊗ ϕ+ + c−φ− ⊗ ϕ− (1.6)

The states φ± represent the wave packets deflected up or down due to the
action?of the (inhomogeneous) magnetic field.

The next step should be to describe the registration of spots on the screen.
To this end one would need to take into account the interaction between
the silver atom and the molecules of the plate, which should establish the
proper coupling between the positions of the atom and the plate molecules.
The observable which corresponds to the measurement of the spots (called
the screen observable) shall?be modeled by means of projection operators P+

and P− corresponding to the localization in the upper or lower half planes
of the screen. The corresponding probabilities can then be expressed with
respect to the incoming spin state go as follows:

〈Ψ |P± ⊗ IΨ〉 = |c+|2 〈φ+ |P±φ+〉+ |c−|2 〈φ− |P±φ−〉 =: 〈ϕ |F±ϕ〉 (1.7)

where the effects

F± = 〈φ+ |P±φ+〉P [ϕ+] + 〈φ− |P±φ−〉P [ϕ−] (1.8)

constitute the unsharp spin observable actually measured in this experiment.
One may immediately confirm that F+ +F− = I; however, the effects (1.1.8)
are no projections, i.e., F 2

± 6= F±, unless their eigenvalues 〈φ+ |P±φ+〉 and
〈φ− |P±φ−〉 are 0 or 1. If the center of mass wave packets φ± were well sep-
arated and localized in the appropriate half planes, i.e., if 〈φ+ |P±φ+〉 = 1
and thus 〈φ− |P±φ−〉 = 0, one would have recovered the familiar textbook
description with F± coinciding just with the projections P [ϕ±]. However due
to the spreading of wave packets this could only be achieved approximately
and for special initial states φ.

This example provides a theoretical picture for possible sources of experi-
mental inaccuracies which are due to the quantum indeterminacy inherent in
the center of mass wave function. Even if the spin is prepared sharply prior
to measurement, its value can only be ascertained with some uncertainty. If
there was no definite spin value initially, there will not be one afterwards.
Thus spin remains indeterminate,?in general.
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Example 2. We investigate next how the photon statistics measured by
a photodetector are altered due to the presence of a beam splitter. Let us
imagine a set-up as described in Figure 1.3.

An input signal described by a state T , corresponding to a single-mode pho-
ton field, propagates in a given direction and enters a photodetector D. The
detector D is assumed to record with unit efficiency the number of pho-
tons. In other words, it serves as an ideal detector for the number observable
N =

∑
n |n〉 〈n| of the mode. Hence, if the field is in a k−photon number

state T = |k〉 〈k|, the statistics collected by D corresponds to the probability
p(n|k) := l 〈n | k〉 |2 = δkn. Now a partially transparent mirror is placed in
front of the photodetector as a lossless beam splitter BS of transparency ε.
The beam splitter induces a coupling between the signal mode in state T and
a local field mode in the vacuum state |0〉.

Thinking in accordance with the classical picture of a splitting of wave in-
tensities into fractions, one would expect that given k input photons the
detector would count εk photons. By contrast, a quantum mechanical cal-
culation (Section 7.3.1) leads to binomial photon statistics,

p(n|k, ε) =

(
k

n

)
εn(1− ε)k−n (1.9)

Due to the presence of BS an input state T is changed into a state T ′ which
is then analyzed in the detector. In order to interpret the photon statistics
n 7→ tr[T ′ |n〉 〈n|] with respect to the input state T it is necessary to find a
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POV measure n 7→ Fn such that

tr[TFn] = tr[T ′ |n〉 〈n|] (1.10)

for all n. It turns out that the Fn are as follows:

Fn :=
∞∑
m=n

(
m

n

)
εn(1− ε)m−n |m〉 〈m| (1.11)

These are obviously positive operators, Fn ≥ 0, and they sum up to unity,∑
Fn = I. The effects Fn are no projections unless the beam splitter is

totally transparent. The source of unsharpness in this experiment is the pro-
cess of mixing two field modes, which is again of a genuine quantum nature
and must not be understood as a classical random process.

Example 3. Yet another type of motivation for POV measures is furnished
by the idea of compound measurements. For example, an experimental set-
up may consist of a combination of different devices measuring some spin
component of a spin−1/2 object, say, in the x−, y−, and z− directions (Fig-
ure 1.4).

Assume that a mechanism is built in which chooses, with apriori probability
ωi, i = x, y, z, one of the devices and then carries out the measurement of
the relevant spin quantity with the spectral decomposition si = 1

2
Ei

+− 1
2
Ei
−,

i = z, y, z.

There are various possibilities to collect and exploit the measurement statis-
tics of such an experiment. First one could be interested in gaining as much

13



statistical information as possible on the input spin state. It turns out that
the present setup provides an example of an informationally complete mea-
surement in the sense that its statistics determine uniquely the initial state
of the measured system. The outcomes of the experiment are represented
by the six effects ωiE

i
±, i = x, y, z. These effects constitute a POV measure

(i,±) 7→ ωiE
i
± on the outcome space Ω = {(i,+), (i,−)|i = x, y, z}. Clearly,

ωiE
i
± ≥ 0, and

∑
i ωi(E

i
+ + Ei

−) = I. The informational completeness of
the above measurement and the resulting unsharp observable correspond to
the fact that the statistics of the spin components sx, sy, sz of a spin−1/2
system determine its state.

In addition to illustrating the informational completeness of compound ob-
servables, this device furnishes an example of the destruction of information
by means of randomization. To see this, imagine that the machine records
the outcomes (spin up =̂Ei

+, spin down =̂Ei
−, i = x, y, z) only with respect

to their sign, up or down, Without noting the spin component which was
actually measured. The resulting statistics of ups and downs are then given
by the sum N± = Nx

± + Ny
± + N z

± of the three measurements. If N is the
total number of measurements carried out, then the relative frequencies of
the measurement outcomes can be written as

N±
N

=
∑

ωi
N i
±

N
(1.12)

where N i = ωiN . In the limit of large N these frequencies should approach
the?quantum mechanical probabilities

p± =
〈
ψ
∣∣ (ωxEx

± + ωyE
y
± + ωzE

z
±)ψ

〉
=: 〈ψ |F±ψ〉 (1.13)

with ψ denoting the initial state of the spin object.

The interpretation of randomness in this experiment depends on the applied
splitting mechanism. If a random switch forces each individual particle to
take one route, then the weights ωi represent subjective ignorance as to
which measurement was actually carried out. On the other hand, if the
beam is split according to some diffraction technique, as is done in neutron
interferometry, then each particle?is represented by a coherent wave function
which consists of three parts localized in the respective beam paths. In this
case one is dealing with a genuine quantum indeterminacy. In Section 7 We
shall analyze a test of complementarity with single photons, where such an
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unsharp observable is involved.

Example 4. Unsharp observables arise in a direct way in the context of
sequential measurements. Consider a beam of photons propagating in the
z−direction and passing through two polarizers placed one after the other in
the beam path (Figure 1.5).

Assume that the initial photon state ϕ corresponds to a linear polarization
in some fixed direction and the polarizers are oriented with angles θ1 and
θ2 relative to that direction and represented by projections Pθ1 and Pθ2 ,
respectively. Then the?transition probability is given by iterated application
of the Malus law,

pϕ(θ1, θ2) = ‖Pθ2Pθ1ϕ‖2 = 〈ϕ |Pθ1Pθ2Pθ1ϕ〉
= cos2 (θ2 − θ1) cos2 (θ1) (1.14)

This probability corresponds to the sequential yes-yes outcome, and it can be
given as 〈ϕ |F+,+ϕ〉 in terms of the effect F+,+ = Pθ1Pθ2Pθ1 in the initial state
ϕ of the incoming photon. Without going into further details it is obvious
that the full measurement statistics collected by a sequential measurement
are again conveniently comprised by a POV measure.

1.1.3 Conceptual problems requiring POV measures.

There was a class of conceptual problems in the foundations of quantum
theory which could be tackled only after a proper formulation in terms of
POV measures was found. Typically these puzzles appeared in the form of
a conflict between familiar classical physical ideas and some strange impli-
cations of the quantum formalism. In each case the resolution consisted of
rephrasing a strict no-go verdict excluding certain sharp measurements into
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a positive statement expressing the possibility of unsharp measurements sub-
ject to some limitations. We shall sketch out three prominent examples: the
incommensurability or even complementarity of observables, the problem of
repeatable measurements, and limitations of measurability due to conserva-
tion laws. A more comprehensive account of these issues requires the tools
of quantum measurement theory and will be taken up in later chapters.

Example 1. The noncommutativity of certain pairs of self-adjoint opera-
tors is commonly interpreted as the root of the incommensurability of the
corresponding observables - a feature that is alien to classical physics. In fact
ever since the discovery of the fundamental exchange relation

QP − PQ = i~I (1.15)

the joint measurability of position and momentum has been a subject of
lasting debates in quantum mechanics. It was argued that these observ-
ables are complementary; all their measurements are mutually exclusive and
thus cannot be performed together. Much effort has gone into analyzing
various operational and probabilistic aspects of the noncommutativity of ob-
servables, aiming at conditions for the joint measurability, or coexistence,
of such quantities. However, these investigations did not solve the dilemma
that arose with the Heisenberg interpretation of the uncertainty relation

δq · δp ≥ 1

2
~ (1.16)

Indeed, being a consequence of the commutation relation (1.1.15), this in-
equality describes, in the first instance, the impossibility of preparing states
in which position and momentum would have both arbitrarily sharp values.
This probabilistic interpretation as a scatter relation is based on the identi-
fication of the entities δq, δp with the standard deviations of Q, P in some
state T . Accordingly the uncertainty relation refers to measurement series
for position and momentum, performed separately on ensembles of systems
prepared in one and the same state.

It is plausible that the possibilities of measurement should conform with those
of preparation. Thus, rather than accepting the mere incommensurability of
position and momentum, the pioneers of quantum theory considered, in a
semi-quantitative way, a variety of thought experiments, such as the gamma
ray microscope, in order to demonstrate that joint measurements of these
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quantities should be possible in principle. The crucial idea was indeed that
such measurements must not be too accurate, the limits of precision being
given by (1.1.16). While the measurement indeterminacy interpretation of
the uncertainty relation is commonly accepted and rephrased in many texts,
its tenability was nevertheless long questioned due to the lacking rigorous
incorporation of the idea of inaccurate measurements into the quantum for-
malism. A solution of this problem was achieved relatively late in the history
of quantum physics and furnishes one of the first instances of introducing un-
sharp observables represented as POV measures.

There exist procedures of coarse-graining, such as the convolution of a PV
measure with some confidence measure, which transform a given sharp ob-
servable into a smeared version, an unsharp observable. It then becomes
possible to associate with a pair of incommensurable observables a new pair
of coexistent unsharp observables which are smeared versions of the orig-
inal ones. Whether two such unsharp observables are coexistent or not
depends on the degree of smearing involved. In the case of position and
momentum it is precisely the uncertainty relation which serves to charac-
terize the amount of smearing required for their joint measurability. In this
way Heisenbergs inaccuracy interpretation of the uncertainty relations is jus-
tified, after all; these inequalities do express conditions for a positive pos-
sibility. It is easy to construct POV measures representing unsharp joint
position and momentum measurements. However, we shall be content here
with giving only the ensuing quantum mechanical probability distributions.
Let ψqp := exp(− i

~(qP − pQ))ψ denote the phase space translates of a fixed
unit vector ψ ∈ H, then

(q, p) 7→ ρϕ(q, p) :=
1

2π~
| 〈ϕ |ψqp〉 |2 (1.17)

is a phase space probability density for any vector state ϕ. The family of vec-
tors ψqp is a set of coherent states, so that the normalization condition is just
a consequence of their overcompleteness relation. Clearly, the marginal dis-
tributions are not the ordinary position and momentum distributions |ϕ(q)|2
and |ϕ(p)|2 [where ϕ̂ denotes the Fourier transform of the wave function
ϕ], but they are obtained from them by means of convolutions with the
distributions|ϕ(q)|2 and |ϕ(p)|2, respectively. Their variances are found to
be related to the variances of Q and P in a vector state ϕ, V ar(Q,ϕ) and
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V ar(P, ϕ), as

V ar(q, ρϕ) = V ar(Q,ϕ) + V ar(Q,ψ)

V ar(p, ρϕ) = V ar(P, ϕ) + V ar(P, ψ) (1.18)

so that
V ar(q, ρϕ) · V ar(p, ρϕ) ≥ ~2 (1.19)

This already suggests that the measurement inaccuracies must be identified
as δq = V ar(Q,ψ)1/2 and δp = V ar(P, ψ)1/2.

Example 2. The possibility of interpreting quantum mechanics as a theory
of individual systems with definite real properties rests on the existence of
measurements which allow one to prepare certain properties. To this end
there should be repeatable measurements leaving the system in states which
give probability equal to unity for the registered outcome to occur again
upon repeated measurements. Interestingly the role of this type of measure-
ment, also known as measurements of the first kind, has always been judged
in a very controversial way by different researchers. Still today there is a
widespread tendency to just identify measurement with repeatable measure-
ment’. On the other hand this notion was often regarded as a completely
unrealistic idealization of no relevance to actual experimentation.

From the point of view of quantum measurement theory it is clear, however,
that some, though not all, observables admit repeatable measurements (at
least offered by the formalism), while there is a variety of (non-repeatable)
measurements associated with any given observable. For example an unsharp
observable whose effects do not have the number one as an eigenvalue will
never allow a repeatable measurement. There is, however, also a less trivial,
large class of observables for which repeatable measurements are excluded
for fundamental reasons. A basic result of measurement theory states that
observables which admit repeatable measurements are necessarily discrete.
Hence continuous observables do not admit repeatable measurements. This
means that quantum particles cannot be prepared in principle by specifying
their basic observables, position or momentum. This difficulty can be made
plausible intuitively by noting that an interval in the value space of a contin-
uous observable can be indefinitely subdivided into finer and finer intervals,
to each of which there should’ correspond a localized eigenstate if a repeat-
able measurement were available. This would run into having uncountably

18



many mutually orthogonal states, which is excluded in a separable Hilbert
space. There are two ways out of this situation. One is to discretize a given
continuous observable but this often destroys the defining properties of that
observable, for example its covariance. Thus one is forced to consider weaker
forms of repeatability, which indeed turn out to be realizable for POV mea-
sures representing coarse-grained versions of the given observable.

Example 3. The third type of limitations on measurability to be noted here
is the one discovered by Wigner in his study of the implications of symmetry
arguments on the description of a physical system. Wigner demonstrated
with an example that a physical quantity that does not commute with an
additive conserved quantity cannot be measured at all. The argument is
simple enough to be reproduced already here. Let ψ+ and ψ− denote the
eigenstates of the z−component sz of the spin of a spin−1/2 system. Then
the eigenvectors of sx are of the form ϕ± = 1√

2
(ψ+ + ψ−). Assume sx to be

measured by coupling it to a measuring system via a unitary map. Then the
following state transformation is obtained:

ϕ+ ⊗ φ→ ϕ+ ⊗ φ+

ϕ− ⊗ φ→ ϕ− ⊗ φ− (1.20)

Here φ, φ± are unit vectors in the Hilbert space of the measuring system,
and the pointer states φ+, φ− are required to be orthogonal to each other.
Clearly, sz does not commute with sx. If jz denotes the z−component of the
measuring systems angular momentum, then sz+jz should be considered as a
conserved quantity and therefore commute with any unitary operator leading
to (1.1.20). Using the linearity of this state transformation, one obtains

ψ+ ⊗ φ→ ψ+ ⊗
1

2
(φ+ + φ−) + ψ− ⊗

1

2
(φ+ − φ−)

ψ− ⊗ φ→ ψ+ ⊗
1

2
(φ+ − φ−) + ψ− ⊗

1

2
(φ+ + φ−) (1.21)

It is easily seen that the expectation values of sz + jz, coincide in the two
states on the right-hand side of (1.1.21) while they are different on the left-
hand sides. Hence this quantity cannot be conserved.

This argument can be generalized to a large extent. In view of the fundamen-
tal conservation laws for linear and angular momenta one has to conclude
that quantities like spin and position are not measurable. Again, introducing
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some measuring errors (which can be made arbitrarily small for sufficiently
large measuring devices) helps one to circumvent this obstacle. A straight-
forward analysis shows that Wigners original proposal amounts to the intro-
duction of some unsharp observable. Indeed, in the above example it is clear
from Equation (1.1.21) that the violation of the conservation law becomes
negligible if the expectation values of j, are large in the measuring systems
states involved. One may therefore expect that only small deviations from
the measurement transition (1.1.20) are required if the conservation law is
to be respected. The proposal was to add the terms ±ϕ∓ ⊗ η to the right-
hand sides of (1.1.20). In this way one obtains a measurement with three
outcomes represented by a POV measure with the effects F+ = (1−ε)P [ϕ+],
F− = (1 − ε)P [ϕ−], corresponding to the intended properties and F0 = εI
representing an uncertain outcome. The number ε := ‖η‖2 can be made
arbitrarily small by suitable choices of the states φ, φ±.

1.1.4 New possibilities envisaged with POV measures.

The use of POV measures for representing physical quantities has opened
up new views upon quantum mechanics and its objects that could not have
been seen only on the basis of the notion of observables as PV measures.

?First, there are some potential experimental questions which can be con-
ceived theoretically, such as time of occurrence, phase, or photon localization,
for which no representation in terms of spectral measures exists. For instance,
following an argument given by Pauli it can be shown that a self-adjoint
time operator T , if considered as a quantity conjugate to the Hamiltonian
H, would act as a generator of a unitary group Uh := exp( i~hT ), h ∈ R, such
that UhE

H(X)U∗h = EH(X + h). This would force the spectrum of H to be
all of R, in contradiction to its semiboundedness. Similarly, the difficulties
encountered with defining a phase operator for the harmonic oscillator or for
spin systems is related to the semiboundedness of the?conjugate number or
spin observables. In all these cases there do exist consistent descriptions by
means of POV measures.

As a second example, the famous complementarity of path and interference
observations in two-slit or split-beam experiments is customarily interpreted
as a mutual exclusion of the two options. It was the idea of unsharp ob-
servables which allowed one to conceive of an experimental realization of
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unsharp wave-particle duality. In recent years photon and neutron interfer-
ometry experiments were carried out displaying, for instance, 99%-confidence
path determination together with a good interference contrast.

There are some features typical of classical physical theories which can be
recovered (in some weakened form) in quantum mechanics if the full set of ob-
servables is taken into account. First of all, noncommuting pairs of ordinary
observables do possess a kind of unsharp counterparts which are coexistent.
Coexistence was defined so far only in a probabilistic sense, referring to the
existence of a joint observable. The subsequent measurement theoretical
models will demonstrate in addition that an interpretation as joint measur-
ability in a proper operational sense is well justified.

Another classical feature of statistical theories is the existence of information-
ally complete observables, the statistics of which always fix the state uniquely.
While in a classical theory there exist sharp observables that are informa-
tionally complete, this is not the case in quantum mechanics. Indeed, in
the latter theory an informationally complete observable is never a PV mea-
sure. As illustrated in section 1.2 for the case of spin−1/2 systems, a simple
way of producing informationally complete observables consists of mixing
measurements of sufficiently many noncommuting quantities. Realizations
of informationally complete phase space or polarization measurements will
be given in Sections 6 and 7.

Finally, the general conception of an observable E as a POV measure was
seen to give rise to classical embeddings of the quantum mechanical state
space into a space of probability measures via the mapping T 7→ pET . This
embedding provides the basis for the general method of coarse-graining men-
tioned earlier which in turn opens up a new approach towards an opera-
tionally sound classical limit procedure. In the case of an informationally
complete observable, the mapping is injective and affords thus a classical
representation of quantum mechanics.

1.2 Historical survey

The systematic application of POV measures has led to important insights in
many distinct areas of quantum physics. It suffices here to give an impression
of these interesting developments by just indicating the manifold of topics
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covered. This will enable us to describe the purpose, scope and limits of the
present account in a historical perspective.

The program of Ludwig and his coworkers on the foundations of physics aims
at a general probabilistic formulation of quantum mechanics guided by the
attempt to reconstruct the Hilbert space structure of the theory. Starting
with an abstract convex structure representing preparation procedures, one
first derives the so-called statistical duality and then proceeds to axiomat-
ically characterizing its Hilbert space realization. Section 1.1.1 contains a
simple short presentation of this line of argument; a more detailed account is
found in the books of Ludwig [1.3] and Kraus [1.4]. What goes beyond purely
statistical goals is our attempt to formulate the operational foundations for
a realistic, individual interpretation of quantum mechanics.

An operational approach to quantum mechanical probability theory was ini-
tiated among others by the work of Haag and Kastler [1.5], Mielnik [1.6], and
Davies and Lewis [1.7]. Its goal was a mathematically rigorous generaliza-
tion of quantum measurement theory in order to deal with the foundations
of quantum field theory and quantum stochastic processes as they occur in
photon counting theory. An early account of this branch of applications of
general observables is provided by the classic of Davies [1.8]. In the mono-
graphs of Lindblad [1.9] and Alicki and Lendi [1.10] this theory is applied to
a detailed study of quantum dynamical semigroups and the phenomenon of
irreversibility. While stochastic processes are not the subject of the present
treatise, the operational concepts developed in this approach are employed
here in the context of measurement theory (Sections 2, 4, 6, 7).

Statistical applications of quantum mechanics have led to a new quantum
estimation and detection theory summarized by Helstrom [1.11]. In a re-
lated program Holevo [1.12] provided mathematically rigorous treatments of
quantum estimation techniques and contributed to laying the foundations of
quantum communication theory. This subject is currently under investiga-
tion in C∗−algebraic?quantum mechanics [1.13], where also further examples
of concrete POV measures such as time or phase observables are presented.
The way in which POV measures arise in the context of state inference is de-
scribed in Section 5. In particular coarse-graining will be defined there, and
the scope of information theoretic concepts is found to extend in a natural
way to the full set of observables.
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The problem of constructing quantum objects calls for the implementation of
a symmetry group into the theoretical description of physical experiments.
Concrete observables should be characterized as covariant POV measures.
This view leads to the definition of observables that did not exist as PV
measures (Section 3). In particular the problem of Galilei or Poincar co-
variant localization on phase space gave rise to a formulation of quantum
mechanics on phase space [1.14, 1.15] and recently to a general framework
for quantum geometry [1.16]. Phase space localization and its operational
foundation will be extensively investigated in Sections 3 and 6.

Finally, an entirely new branch of activities arose since the early 1980s when
progress in high technology opened up the possibility of performing quan-
tum experiments with single microsystems. We are thus witnessing a sit-
uation where direct applications and illustrations of the formerly abstract
measurement theory come into sight and invite quantum physicists to enter
a promising area of research. We believe that the richness and power of the
quantum language developed and reviewed in the subsequent chapters will
become fully apparent in future attempts to give detailed realistic accounts
of such fundamental experiments. Some examples collected in the concluding
Section 7 may give a flavor of this exciting perspective.

2 Theory

This section presents the conceptual and mathematical framework of Hilbert
space quantum mechanics. The basic physical notions, states and observ-
ables, are defined with reference to the interpretational rules of the theory.
Special attention is paid to the representation of observables as POV mea-
sures. We shall investigate the structure of the set of observables and in-
troduce some physically motivated methods of constructing POV measures.
We also review the Neumark dilation of a POV measure into a PV mea-
sure. Quantum measurement theory is developed as an operational basis
for the subsequent discussions of interpretational issues as well as physical
applications.
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2.1 Hilbert space frame

Quantum mechanics on Hilbert space forms the general mathematical set-
ting for our study. We adopt here the formulation of the theory that is based
on the dual concepts of states and observables as suggested by the general
statistical analysis of an experiment sketched out in Section 1.1.1.

There is a great variety of excellent texts on Hilbert space quantum me-
chanics, any reader being familiar with some of them. However, in order
to fix notations and to trim our terminology we wish to recall briefly those
items of the theory which are fundamental to carrying out our program. The
standard results quoted below can be found, for instance, in the monographs
of Beltrametti and Cassinelli [2.1],?Davies [1.8], Holevo [1.12], Jauch [2.2],
Kraus [1.4], Ludwig [1.3], and von Neumann [2.3]. We are also using freely
the Hilbert space operator theory, as presented, for example, in the work of
Reed and Simon [2.4].

2.1.1 Preliminaries.

The quantum mechanical description of a physical system S is based on a
complex separable Hilbert space H, with the inner product 〈· | ·〉. Quite
commonly, states and observables are represented as unit vectors ϕ of H and
self-adjoint operators A acting in H, respectively. The number

〈A〉ϕ = 〈ϕ |Aϕ〉 (2.1)

is interpreted as the expectation value of the observable A in the state ϕ.
Any two unit vectors ϕ and ψ which differ only by a phase factor,

ϕ = eiαψ , α ∈ R (2.2)

give rise to the same expectation values for all observables of the system.

Let A be a discrete observable, that is, a self-adjoint operator with a complete
set of eigenvectors. For simplicity We assume that the eigenvalues ai of A are
nondegenerate. Let {ϕi} ⊂ H be a complete orthonormal set of eigenvectors
of A, Aϕi = aiϕi. Then any ϕ ∈ H can be expressed as the Fourier series

ϕ =
∑
〈ϕi |ϕ〉ϕi (2.3)
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with
∑
| 〈ϕi |ϕ〉 |2 converging to the square of the norm ‖ϕ‖ = 〈ϕ |ϕ〉1/2 of

ϕ. One finds

〈A〉ϕ =
∑

ai| 〈ϕi |ϕ〉 |2 ≡
∑

aip
A
ϕ(ai) (2.4)

where the numbers pAϕ(ai) are positive and add up to unity. This is to say
that 〈A〉ϕ is the expectation value of the probability measure

ai 7→ pAϕ(ai) := | 〈ϕi |ϕ〉 |2 (2.5)

defined by the observable A and the state ϕ. Again one may note that the
numbers pAϕ(ai) do not depend on the phase of ϕ.

As another familiar example we consider a physical system represented by
the Hilbert space L2(R, dx), the Lebesgue function space of square integrable
complex valued functions on the real line R. The systems position observable
is usually identified as the multiplicative operator Q,

(Qψ)(x) = xψ(x) (2.6)

so that the expectation value of Q in the state ψ is

〈Q〉ψ =

∫
R
x|ψ(x)|2dx (2.7)

One may quickly verify that the mapping

X 7→ pQψ (X) :=

∫
X

|ψ(x)|2dx (2.8)

is a probability measure on the real line, that is, 0 = pQψ (∅) ≤ pQψ (X) ≤
pQψ (R) = 1, and pQψ (X1 ∪ X2 ∪ ......) = pQψ (X1) + pQψ (X2) + .... whenever the
sets X1, X2, ...... are pairwise disjoint (Borel) subsets of R. The number 〈Q〉ψ
is again seen to arise as the expectation value of the probability measure pQψ
defined by the position observable Q and the wave function ψ.

The above examples are simple instances of the spectral theorem for self-
adjoint operators which we shall review next. Let L(H) denote the set of
bounded linear operators on H. This is a Banach space with respect to the
operator norm, ‖A‖ = sup{‖Aϕ‖|ϕ ∈ H, ‖ϕ‖ = 1}. An operator A ∈ L(H)
is self-adjoint if A equals its adjoint A∗, and it is a projection operator if
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A = A∗ = A2. The notion of adjoint operator can be extended also to
unbounded operators defined on a dense domain D(A). Then an operator is
self-adjoint whenever D(A) = D(A∗) and A = A∗.

With B(R) we denote the Borel subsets of the real line. A mapping E :
B(R)→ L(H) is a projection valued (PV) measure, or a spectral measure, if

E(X) = E(X)∗ = E(X)2 for all X ∈ B(R) (2.9a)

E(R) = I (2.9b)

E(∪Xi) =
∑

E(Xi) for all disjoint sequences (Xi) ⊂ B(R) (2.9c)

where the series converges in the weak operator topology of L(H).

The defining properties of a PV measure E and the continuity and the ad-
ditivity properties of the inner product guarantee that for any unit vector ϕ
the mapping

X 7→ pEϕ (X) := 〈ϕ |E(X)ϕ〉 (2.10)

is a probability measure. If ϕ ∈ H is an arbitrary vector, then X 7→
〈ϕ |E(x)ϕ〉 is still a real measure, but with normalisation 〈ϕ |E(R)ϕ〉 =
〈ϕ |ϕ〉. These real measures give rise to the definition of a unique self-adjoint
operator A :=

∫
xdE(x) with its domain of definition D(A) consisting of

those vectors ϕ ∈ H for which the integral
∫
x2dpEϕ (x) is convergent. The

converse result is the spectral theorem for self-adjoint operators.

THEOREM. Let A be a self-adjoint operator with the domain D(A) ⊂ H.
There is a unique PV measure E : B(R)→ L(H) such that

D(A) =

{
ϕ ∈ H|

∫
R
x2d 〈ϕ |E(x)ϕ〉 <∞

}
(2.11)

and for any ϕ ∈ D(A)

〈ϕ |Aϕ〉 =

∫
R
x d 〈ϕ |E(x)ϕ〉 (2.12)

In order to emphasize the one-to-one correspondence between the self-adjoint
operators A and the real PV measures E, we let EA denote the PV measure
associated with A.
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On the basis of the spectral theorem, the expectation value 〈A〉ϕ of any ob-
servable A in a state ϕ is just the first moment of the probability measure
pE

A

ϕ ≡ pAϕ?defined by A and ϕ. It is these probability measures which must
be regarded as the conceptual basis of quantum theory, and the interpreta-
tion of the theory starts with spelling out their physical meaning. At the
present stage we adopt the minimal interpretation, which says that the num-
bers

〈
ϕ
∣∣EA(X)ϕ

〉
are probabilities for measurement outcomes.

We have already pointed out that the probabilities pAϕ(X) do not depend on
the phase of the vector ϕ. Indeed, all unit vectors ϕ ∈ H which define the
same one-dimensional projection operator P [ϕ], given as P [ϕ]ψ = 〈ϕ |ψ〉ϕ
for any ψ ∈ H, give rise to the same probabilities. This justifies the represen-
tation of a state not just as a unit vector ϕ but rather as a one-dimensional
projection operator P [ϕ].

There are two important ways to obtain new states from any two states rep-
resented by vectors ϕ1 and ϕ2, namely the procedures of superposition and
mixing. Let ϕ = c1ϕ1 + c2ϕ2 be a superposition, i.e., a linear combination,
of the states ϕ1 and ϕ2, with some coefficients c1, c2 ∈ C such that ‖ϕ‖ = 1.
For any observable A we then have

pAϕ(X) = |c1|2
〈
ϕ1

∣∣EA(X)ϕ1

〉
+ |c2|2

〈
ϕ2

∣∣EA(X)ϕ2

〉
+ c1c̄2

〈
ϕ2

∣∣EA(X)ϕ1

〉
+ c2c̄1

〈
ϕ1

∣∣EA(X)ϕ2

〉
(2.13)

where the term on the second line accounts for the so-called interference
effects. Defining operators of the form |ϕ1〉 〈ϕ2| as |ϕ1〉 〈ϕ2| (ψ) := 〈ϕ2 |ψ〉ϕ1

for ψ ∈ H, we may express the state P [ϕ] as

P [ϕ] = P [c1ϕ1 + c2ϕ2]

= |c1|2P [ϕ1] + |c2|2P [ϕ2] + c1c̄2 |ϕ1〉 〈ϕ2|+ c2c̄1 |ϕ2〉 〈ϕ1| (2.14)

which shows the typical structure of a superposition of states.

The second method of obtaining new states from ϕ1 and ϕ2 consists of form-
ing their mixture with weights w, 1 − w (0 ≤ w ≤ 1). For any observable
A, the convex combination of the probability measures pAϕ1

and pAϕ2
, with

weights w, 1− w is a probability measure; the number

wpAϕ1
(X) + (1− w)pAϕ2

(X) =

w
〈
ϕ1

∣∣EA(X)ϕ1

〉
+ (1− w)

〈
ϕ2

∣∣EA(X)ϕ2

〉
(2.15)
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being the probability that a measurement of A leads to a result in the
set X when the system is in a mixture of the states ϕ1 and ϕ2 with the
weights w and 1 − w. This state is conveniently expressed as the operator
wP [ϕ1] + (1 − w)P [ϕ2]. A typical situation where mixed states are needed
occurs when the preparation of the state of a system contains some ambigu-
ities; it may happen that the system is only known to be in one of the states
ϕ1, ϕ2, ......., with the probability 0 ≤ wk ≤ 1 (

∑
wk = 1) for the actual state

to be ϕk. Another important instance requiring mixed states is when the
system under investigation is a part of a bigger system. The reduced state
of a subsystem is then, as a rule, a mixed state even when the state of the
whole system is given by a unit vector.

These considerations demonstrate once more that the states of a physical
system should not primarily be described as unit vectors ϕ but rather as op-
erators P [ϕ]. In addition, the set of states should also contain states of the
form

∑
iwiP [ϕi]. This leads to the representation of a state as a particular

operator on H, namely as a positive operator of trace one, also called state
operator.

Finally, a closer look at the probability measures (1.2.10) shows that the
idempotency of E(X) is not necessary for pEϕ being a probability measure.
In addition to the normalization condition (1.2.9b) and the sigma-additivity
property (1.2.9c), one needs only to require the positivity of E(X). This is to
say that for obtaining a probability measure of type (1.2.10), it is sufficient
that E is a normalized positive operator valued measure.

In this way one is led to representing states and observables as positive trace
one operators and POV measures, respectively. These descriptions are ex-
haustive in the following sense. Given the set of observables, the most gen-
eral way of defining probability measures is the one based on state operators.
Conversely, if the set of states is represented by the positive trace-one opera-
tors, there is a one to-one correspondence between the totality of probability
measures and the POV measures.

2.1.2 States and observables.

In order to spell out the above introduction of states and observables we shall
collect here the necessary mathematical ingredients.
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An operator A ∈ L(H) is positive, A ≥ 0, if 〈ϕ |Aϕ〉 ≥ 0 for all vectors
ϕ ∈ H. A positive operator is always self-adjoint. The relation A ≥ B (or
B ≤ A), defined as A − B ≥ 0, is an ordering on the set of self-adjoint
bounded operators. Let Ω be a nonempty set and F a σ−algebra of subsets
of Ω so that (Ω,F) is a measurable space. A normalized positive operator
valued (POV) measure E : F → L(H) on (Ω,F) is defined through the
properties:

E(X) ≥ 0 for all X ∈ F (2.16a)

E(Ω) = I (2.16b)

E(∪Xi) =
∑

E(Xi) for all disjoint sequences (Xi) ⊂ F (2.16c)

where the series converges in the weak operator topology of L(H). For any
POV?measure E : .F → L(H) the following two conditions are equivalent:

E(X)2 = E(X) for all X ∈ F
E(X ∩ Y ) = E(X)E(Y ) for all X, Y ∈ F (2.17)

Thus a positive operator valued measure is a projection valued measure ex-
actly when it is multiplicative. If the measurable space (Ω,F) underlying a
PV measure E is the real Borel space (R,B(R)), then E determines a unique
self-adjoint operator A, and conversely, any real PV measure is determined
by a unique self-adjoint operator as already discussed in the preceding sub-
section.

?On the set of positive bounded operators one may define a functional

T 7→ tr[T ] :=
∑
i

〈ϕi |Tϕi〉 (2.18)

where {ϕi} is an orthonormal basis of H. The number tr[T ] is independent
of the choice of the basis and is called the trace of T . The positive operators
of finite trace span an important vector subspace T (H) of L(H), the trace
class. The trace extends to a positive (boimded) linear functional on T (H).
The formula

‖T‖i := tr[|T |] (2.19)

with |T | = (T ∗T )1/2, defines a norm, the trace norm, on T (H) with respect
to which T (H) is a Banach space.
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With S(H) we denote the set of positive trace one operators,

S(H) := {T ∈ T (H)|T ≥ 0, tr[T ] = 1} (2.20)

It is a convex set having the one-dimensional projections P [ϕ] as its extreme
elements. Any T ∈ S(H) can be expressed as a σ−convex combination of
some extreme elements (P [ϕi]) : T =

∑
iwiP [ϕi], where (wi) is a sequence

of weights [0 ≤ wi ≤ 1,
∑

iwi = 1] and the series converges in trace norm.

For any POV measure E : F → L(H) and any T ∈ S(H) the mapping

pET : F → [0, 1], X 7→ pET (X) := tr[TE(X)] (2.21)

is a probability measure. This follows from the defining properties of E and
the continuity and linearity of the trace. Finally, the decomposition of states,
T =

∑
wiP [ϕi, ], induces the corresponding decomposition of the probability

measures.

We are now ready to fix our general framework. The states of a system S
are represented by - and identified with - the elements of S(H). The notion
of a state as a unit vector of H is subsumed under this general definition
in the form of the extremal elements of S(H). These states P [ϕ] and the
corresponding unit vectors ϕ ∈ H, are referred to as the vector states. They
are also often called pure states. In the absence of superselection rules, all
vector states are pure states. Due to the linear structure of H, superposi-
tions of vector states form new vector states; and any vector state can be
represented as a superposition of some other vector states. The convexity of
the set of states reflects the possibility of preparing new states as mixtures
of other states.

The notion of an observable provides a representation of the possible events
occurring as outcomes of a measurement. In this sense an observable is de-
fined as - and identified with - a POV measure E : F → L(H), X 7→ E(X)
on a measurable space (Ω,F). Since the space (Ω,F) describes the possible
measurement outcomes, or measured values of the observable E, we call it the
value space of E. The traditional concept of an observable as a self-adjoint
operator in H refers to the PV measures on the real line R. If not stated
otherwise, we shall assume that (Ω,F) is of the form (R,B(R)).

According to (1.2.21), any pair (E, T ) of an observable E and a state T in-
duces a probability measure pET on the value space (Ω,F) of E. The minimal
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interpretation of the probability measures pET establishes their relation to
measurements: the number pET (X) is the probability that a measurement of
the observable E performed on the system S in the state T leads to a result
in the set X.

2.2 Physical and mathematical features of POV mea-
sures

2.2.1 Unsharp properties.

Quantum mechanical probabilities are given as expectation values of cer-
tain operators, the effects. Any state T induces an expectation functional
B 7→ tr[TB] on the set L(H) of bounded operators. The requirement that
the numbers tr[TB] represent probabilities entails that the operator B is
positive and bounded by the unit operator: O ≤ B ≤ I. Equivalently the
spectrum of any effect is in the interval [0, 1]. The set of effects, denoted
E(H), is ordered by the relation B ≤ C,B,C ∈ L(H), and has the least
and the greatest elements O and I, respectively. However, this ordering does
not make the set of effects a lattice, unless H = C. There is also a kind of
complementation in E(H). Indeed the map B 7→ B⊥ := I−B, when applied
twice, yields the identity (B⊥⊥ = B) and reverses the order (if B ≤ C, then
C⊥ ≤ B⊥). These two properties guarantee that the de Morgan laws hold
true in E(H) in the sense that if, for instance, the infimum of B,C ∈ E(H)
exists in E(H), then also the supremum of their complements B⊥ and C⊥

exists in E(H) and I − B ∧ C = (I − B) ∨ (I − C). The mapping B 7→ B⊥

is not an orthocomplementation: the infimum of B and B⊥ need not exist
at all, and even if it does, it need not be the null effect. Thus the tertium
non datur is not fulfilled in E(H). For example, if λ is a number satisfying
0 < λ < 1

2
then B = λI ≤ B⊥, and thus B = B ∧ B⊥, which is not the null

effect.

The set E(H) of effects is a convex subset of the linear space L(H). The
physical meaning of forming a convex combination B = λ1B1 + λ2B2 of two
effects (0 ≤ λ1 = 1 − λ2 ≤ 1) was illustrated in the random measurement
example of subsection 1.1.1. The extremal elements of E(H) are the projec-
tion operators which form an orthocomplemented lattice ’P(H) with respect
to the order and the complementation it inherits from E(H) [1.8, 2.1].
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The Hilbert space language of quantum mechanics admits an interpretation
as referring to individual systems and their properties. This claim will be
substantiated on the basis of the quantum theory of measurement in the
next sections. For an experimental event B (an effect) to correspond to a
property of a system it is essential that (1) there is also the counter property
B⊥ and that (2) both of them may be realized in some states. In addition,
it seems natural to require that (3) a property and its counter property are
mutually exclusive in a strict sense, meaning that their greatest lower bound
must exist and be equal to the null effect. The product of B and B⊥ is an
effect which is a common lower bound to both of these effects and therefore,
as a consequence of (3), equals the null effect. This is to say that both B
and B⊥ are projections. It is convenient to consider also the projections O
and I as (trivial) properties. Then the set of properties, as characterized by
(1), (2) and (3), coincides with the lattice of projections, that is, the sharp
properties. If for a sharp property P one has tr[TP ] = 1 in a state T , then
P is a real property in that state.

This notion of reality can be relaxed so as to apply to a wider class of effects,
the regular effects, whose spectrum extends both below as well as above the
value 1

2
. For any regular effect the following weak form (2’) of (2) is satisfied:

there exist states T , T such that tr[TB] > 1
2

and trTB⊥] > 1
2
. In such states

B and B⊥ can be considered as approximately real properties, respectively.
Any effect C below both a regular effect B and its complement B⊥ satisfies
2C ≤ B + B⊥ = I so that C ≤ 1

2
I. Such a C is not a regular effect itself.

Therefore the map B 7→ B⊥ is an orthocomplementation in the set of regular
effects. We take this as a weakened form (3’) of condition (3). The set of
properties, defined by (1), (2’), (3’), is then

Ep(H) =

{
B ∈ E(H)|B � 1

2
I, B �

1

2
I

}
∪ {O, I} (2.22)

Separating from Ep(H) the set of sharp properties yields the remaining set
of unsharp properties Eu(H) = Ep(H)\P(H).

The question of interpreting effects as a kind of properties was an important
issue in the operational approach to quantum mechanics. It has been taken
up recently in the course of investigations into the algebraic structure of the
set Ep(H) with the aim to develop a quantum language for unsharp properties
[2.5].
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On the basis of the notion of an unsharp property it might be straightforward
to call an observable unsharp if the nontrivial effects in its range are unsharp
properties. In that case the range of the observable would be a Boolean lattice
in the ordering of E(H). However, such a definition turns out unnecessarily
restrictive. We say that a POV measure E is an unsharp observable if there
is an unsharp property in its range.

2.2.2 Coexistence.

One of the key notions in the quantum description of a physical system is the
coexistence, describing the possibility of measuring together several effects
or observables. Its rudimentary formal expression is the commutativity of
self-adjoint operators. We formalize here the idea of joint measurability in
terms of its probabilistic meaning while its measurement theoretical content
will be analyzed in Section 4.2.

An observable E : F → E(H) is a representation of a class of measurement
procedures in the sense that it associates with any state T the probability
pET (X) for the occurrence of an outcome X ∈ F . For a pair of observables
E1, E2 the question may be raised as to whether their outcome distributions
pE1
T and pE2

T can be collected( within one common measurement procedure
for arbitrary states T .

Thus one is asking for the existence of a third observable whose statistics con-
tains those of E1 and E2. We say that observables E1 and E2 are coexistent
whenever this is the case. More explicitly, and with a slight generalization,
a collection of observables Ei, i ∈ I, is coexistent if there is an observable E
such that for each i ∈ I and for each X ∈ Fi, there is a Z ∈ F such that

pET (X) = pET (Z) (2.23)

for all states T . In other words, a set of observables Ei, i ∈ I is coexistent if
there is an observable E such that the ranges R(Ei) := {Ei(X)|X ∈ Fi} of
all Ei are contained in that of E, that is, ∪i∈IR(Ei) ⊇ R(E). Observable E
is called a joint observable for the Ei.

The notion of coexistence has two obvious but important relaxations. It
may happen that for some observables the defining condition is met only for
certain value sets and/or for certain states. In particular, we say that ob-
servables E1 and E2 are partially coexistent if some of their coarse-grainings,
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induced by some partitions of their value sets, are coexistent. In the ex-
treme case this entails the coexistence of pairs of effects: any two effects
F1, F2 ∈ E(H)are coexistent if there is an observable E such that F1 = E(Z1)
and F2 = E(Z2) for some value sets Z1 andZ2. It is an easy exercise to show
that F1 and F2 are coexistent if and only if there is an effect F12 such that
F12 ≤ F1, F12 ≤ F2 and F1 +F2−F12 ∈ E(H). In this case a joint observable
for F1, F2 is given by the four effects F12, F12̄ := F1 − F12, F1̄2 := F2 − F12,
F1̄2̄ := I − (Fl + F2 − F12). One finds that F1 = F12 + F12̄,?F1̄ = I − F1 =
F1̄2 +F12̄, F2 = F12−F1̄2, F2̄ = I−F2 = F12̄ +F1̄2̄. The effects Fik, represent
the joint occurrence of the events specified by the effects Fi, and Fk. Note
that the existence of positive joint lower bounds is a necessary condition for
the coexistence of a pair of effects or simple observables: some of the effects
Fik must be nonzero in order to guarantee the normalization. Identifying
F1, F2 as E1(X), E2(Y ), respectively, it follows that the effect F12 can be
interpreted as representing the joint occurrence of outcomes for a coexistent
pair of observables E1 and E2 in the sets X, Y . This important aspect of
the joint measurability will be illustrated in several examples throughout this
book. In general we shall say that a set of effects A ⊆ E(H) is coexistent
whenever A is contained in the range of an observable. It is interesting to
observe that pairwise coexistence in a set of effects does not guarantee the
coexistence of this set.

In concrete applications a joint observable E for a coexistent pair E1, E2 will
usually be constructed on the product space Ω := Ω1×Ω2 of the two outcome
spaces, with F being some σ−algebra on Ω such that X × Ω2 ∈ mathcalF ,
Ω1×Y ∈ mathcalF for all X ∈ F1, Y ∈ F2. Thus, if Fi = B(R), then F will
be conveniently chosen as B(R2). Then the observables E1, E2 are recovered
from E as marginals : E1(X) = E(X × Ω2), E2(Y ) = E(Ω1 × Y ).

Unlike the case of PV measures, there is no general theory of coexistent sets
of effects or observables in quantum mechanics. Some partial results are
known but exhaustive characterizations of such observables are still lacking.
Therefore we restrict ourselves to reviewing some of the main results on co-
existent sets of observables where at least some are sharp observables.

Two observables E1 and E2 represented as PV measures on (R,B(R)) are
coexistent exactly when they commute [2.6], meaning that for any X and Y

E1(X)E2(Y ) = E2(Y )E1(X) (2.24)
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For pairs of POV measures it is still true that they are coexistent if they
commute; if one of them is a PV measure then the commutativity is still
necessary for the coexistence [2.7]. In general coexistence does not require
commutativity. This fact constitutes one of the virtues of POV measures as it
allows one to circumvent the incommensurability verdicts for noncommuting
sharp observables.

The equivalence of commutativity and coexistence in the case of PV measures
is essentially due to a theorem of von Neumann, which says that two self-
adjoint operators A and B commute if and only if they can be expressed as
functions of a third self-adjoint operator C, that is, A = f(C) and B = g(C)
for some C and for some (real Borel) functions f and g. Condition (1.2.24)
is equivalent to the requirement that the projection valued mapping

X × Y 7→ E(X × Y ) := E1(X) ∧ E2(Y ) (2.25)

extends to a PV measure E on the product space (R2,B(R2)), which then
constitutes a joint observable for E1 and E2. This is to say that the set
function

X × Y 7→ tr[T (E1(X) ∧ E2(Y ))] (2.26)

extends to a probability measure on R2 for each state T . Hence coexistent
sharp observables E1 and E2 have a joint probability pE1,E2

T for all states T ,
with

pE1,E2

T (X × Y ) = tr[T (E1(X)E2(Y ))]

pE1,E2

T (X × R) = pE1
T (X) , pE1,E2

T (R× Y ) = pE2
T (Y ) (2.27)

These classic commutativity results, which all go back to von Neumanns the-
orem, admit an important generalization to the case of partial commutativity
with respect to states. In order to describe these results, let com(E1, E2) de-
note the set of all vectors ϕ ∈ H for which E1(X)E2(Y )ϕ = E2(Y )E1(X)ϕ
for all X, Y ∈ B(R) This set is called the commutativity domain of the PV
measures E1 and E2. It is a closed subspace of H and it is invariant under
all the spectral projections E1(X) and E2(Y ). Therefore, the restrictions of
the PV measures E1 and E2 on com(E1, E2) define two mutually commuting
PV measures B(R)→ L(com(E1, E2)). This observation allows one to prove
[2.8] that the set function

X × Y 7→ 〈ϕ |E1(X) ∧ E2(Y )ϕ〉 (2.28)
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extends to a probability measure on R2 exactly for those vector states ϕ
which?are in the commutativity domain of E1 and E2. For observables rep-
resented as PV measures, the commutativity domain provides therefore an
appropriate probabilistic characterization of their degree of coexistence (with
respect to states).

2.2.3 Constructing POV measures from PV measures

a) Smearing PV measures. Let Ω1,F1) and Ω2,F2) be two Borel spaces
and consider a map p : .F2 × Ω1 7→ [0, 1] such that for each X ∈ F2,
p(X, ·) is a measurable function on Ω1, and for every ω ∈ Ω1, p(·, ω) is
a probability measure on F2. If E : F1 → L(H) is a PV measure, we
define a POV measure F on F2 by the formula

F (X) :=

∫
Ω1

p(X,ω)dE(ω) (2.29)

Physically, p reflects the existence of some source of uncertainty which
must be taken into account in interpreting the readings of a measure-
ment. In fact assume that E has an eigenvalue ω such that for an
associated eigenstate ϕ one has E({ω})ϕ = ϕ; then the expectation of
F (X) is (〈ϕ |F (X)ϕ〉 = p(X,ω). This is to say that under optimal con-
ditions of a calibration situation one can determine the noise inherent
in the device measuring the observable F . We shall therefore refer to p
as a (conditional) confidence measure. In general a confidence measure
p on F2 × Ω1 induces a map from the POV measures on F1 to those
on F2. A POV measure F derives from some PV measure according to
(2.8) if and only if it is commutative [1.12]. We shall meet a variety of
cases where the kind of uncertainty represented by p can be specified
in detail.

To spell out the case of a discrete confidence measure, let Ω1 = {1, 2, ....., N},
Ω2 = {1, 2, .....,M} be finite or infinite sets, and consider a PV mea-
sure n 7→ En on Ω1. Let (λmn) be a stochastic matrix, that is, an
M ×N−matrix with the properties λmn ≥ 0 and

∑
m λmn = 1. Define

the confidence measure p(X,n) :=
∑

m∈X λmn. Then the POV measure
m 7→ Fm on Ω2 induced by (1.2.29) is given by

Fm =
∑
n

λmnEn (2.30)
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A POV measure of this structure arose in the photocounting example
of Eq. (1.1.11).

Another familiar realization of the confidence measure p is obtained
when Ω1 = Ω2 = R and the measure is absolutely continuous with a
translation invariant density function (confidence distribution) ρ(ω′, ω) :=
e(ω′ − ω). In that case (1.2.29) corresponds to a convolution of mea-
sures, which is commonly used as a description of white noise. To illus-
trate this interpretation of a smeared PV measure, let us consider the
position observable EQ of a particle with one space degree of freedom.
Let e be a confidence distribution, then the following POV measure Ee

is an unsharp position observable:

Ee(X) = χX ∗ e(Q) =

∫
R×R

χX(x)e(y − x)dxdEQ(y) (2.31)

b) POV measure for open systems. A state transformation is a lin-
ear mapping V on T (H) that sends states to states. Its dual map
V ∗ on L(H), defined via tr[(V T )(A)] = tr[TV ∗(A)] for T ∈ T (H),
A ∈ L(H), maps positive operators to positive operators and fulfills
V ∗ (I) = I. The mapping V ∗ induces an action ΨV ∗ on POV mea-
sures: ΨV ∗(E) = V ∗ ◦ E =: F . In this way any PV measure E gives
rise to a POV measure F , which will not in general be a PV measure
unless V ∗ is of the form V ∗(A) = UAU∗ for some unitary or antiunitary
operator U .

This kind of mapping is applied in formulating the dynamics of open
systems. A system interacting with some environment cannot evolve
according to the unitary dynamics of closed systems but its time devel-
opment has to be described by means of nonunitary (trace-preserving)
state transformations V [1.9,1.10]. The dual maps V ∗ furnish the
Heisenberg picture of the dynamics. In this situation unsharp observ-
ables arise as the effectively measured observables when one tries to
measure a sharp observable on a system subjected to external noise.
Imagine a system (with Hilbert spaceH, prepared in some state T , that
interacts with another system, its environment (with Hilbert spaceHe),
in state Te. If U is the corresponding unitary evolution, then the final
state of the compound system is U(T ⊗ Te)U∗. Tracing out the envi-
ronment degrees of freedom yields the systems reduced state, and one
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obtains the state transformation

V : T 7→ V (T ) := trHe [U(T ⊗ Te)U∗] (2.32)

Assume that a measurement of a sharp observable E is performed on
the system in state V (T ); then the associated probability distribution
is

tr[U(T ⊗ Te)U∗E(X)⊗ I] = tr[V (T )E(X)] = tr[TV ∗(E(X))] (2.33)

The mapping X 7→ F (X) := V ∗(E(X)) is a (normalized) POV mea-
sure. This modification of E into F is due to the noise added by the
systems environment. Hence in the measurement context the induced
map ΨV ∗ on the set of POV measures can serve to describe external
noise. An example is furnished by the beam splitter experiment of Sec-
tion 1.2.1.

It will be shown in next section on Neumark’s theorem that any POV
measure can be obtained in this way from some PV measure. This
general fact can easily be illustrated by means of the two smearing pro-
cedures given in a) above. Consider a discrete observable En − |n〉 〈n|,
n = 1, 2, ..., N , then any stochastic N ×N−matrix (λmn) determines a
state transformation V via

V (T ) :=
∑
kn

λkn |k〉 〈k| 〈n|T |n〉 (2.34)

The dual map applied to the projection Em yields a POV measure
F : m 7→ Fm of the form (1.2.30):

V ∗(Em) =
∑
kn

λkn |n〉 〈n| 〈k|Em |k〉 =
∑
n

λkn |n〉 〈n| = Fm (2.35)

For the unsharp position observable (1.2.31), let Uy = exp
(
− i
~yP

)
denote the unitary representation of the translation group and define
the state transformation

V : T 7→
∫
R
e(y)U∗yTUydy (2.36)
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One can readily verify that

V ∗(EQ(X)) =

∫
R
e(y)U∗yE

Q(X)Uydy

=

∫
R
e(y)EQ(X + y)dy = Ee(X) (2.37)

c) POV measures induced by measurements. Assume that a sys-
tem in state ϕ is coupled to a second system (with Hilbert space
Ha), initially in state φa, by means of a unitary interaction operator
U : ϕ⊗ φa 7→ U(ϕ⊗ φa). Consider then a subsequent measurement of
an observable Ea of the second system. The corresponding probabilities
can be expressed in terms of the first system alone:

〈U(ϕ⊗ φa)| I ⊗ Ea(X) |U(ϕ⊗ φa)〉 =: 〈ϕ |E(X)ϕ〉 (2.38)

Interpreting the second system as a measuring apparatus and Ea as a
pointer observable, then the whole process constitutes a measurement
performed on the first system in its initial state. The above relation
defines the measured observable E which in general will not be a PV
measure even if the pointer Ea is one. E can be viewed as a projection
of some PV measure in the following sense:

E(X)⊗ I|H⊗[φa] = I ⊗ P [φa]U
∗(I ⊗ Ea(X))U (2.39)

2.2.4 Neumark’s theorem

The constructions of POV measures described in parts b) and c) of the
preceding subsection start out with PV measures acting in a larger Hilbert
space, which are then projected down to the original Hilbert space. These
schemes are generic in the sense of the following theorem.

Neumark’s Theorem. Let F : F 7→ L(H) be a POV measure. There exists
a Hilbert space H̃ ⊃ H and a PV measure E : F 7→ L(H̃) such that the
equality

F (X)ϕ = PE(X)ϕ (2.40)

holds for all ϕ ∈ H and for every X ∈ F . The operator P is the orthogonal
projection of H̃ onto H.
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The PV measure E is called the spectral dilation of F . There exists a mini-
mal dilation which is unique up to a unitary isomorphism, minimality being
defined in the sense that H̃ is the smallest Hilbert space containing the union
of the closed subspaces E(X)H, X ∈ F [2.9-11].

In general the minimal dilation (H̃, E) of a POV measure F representing an
observable will not have a direct physical interpretation. It is, however, pos-
sible to construct dilations by identifying H̃ as a tensor product H⊗H0, of
H with some Hilbert space H0, which may represent an environment system
or a measuring apparatus. Neumarks theorem can then be restated in the
following form [1.12].

COROLLARY. For every POV measure F acting in H there exists a Hilbert
space H0, a state P [φ0] ∈ S(H), and a PV measure E in H⊗H0, such that

trH⊗H0 [T ⊗ P [φ0]E(X)] = trH[TF (X)] (2.41)

for any T ∈ S(H) and X ∈ F . Moreover, E can always be chosen to be of
either of the forms U∗E(·)⊗ IU or U∗I ⊗E(·)U with some unitary map U .

The isometric embedding of H into H̃ is given by the canonical map onto
the subspace H⊗ P [φ0], and the Neumark projection P is P = I ⊗ P [φ0].

The physical importance of Neumarks theorem derives from the fact that it
ensures the existence of a measurement for any observable. This fundamental
result of the quantum theory of measurement will be explained in greater
detail in Section 3. While it is true that any POV measure can be formally
reduced to a PV measure acting on.a larger Hilbert space, this does not
diminish the need for POV measures in the description of physical systems.
If one does not want to stick to an account of experiments solely in terms of
pointer observables, thus dealing with phenomena on the level of measuring
devices, one has got to perform the Neumark projection: it is this step that
enables one to speak of the object under investigation and its measured
observable. In Sections 6 and 7 we shall encounter various measurement
schemes where the Neumark extension of a POV measure is realized by means
of coupling the object system to some probe system. Also, using several
probes simultaneously allows one to measure independently their respective
- mutually commuting - pointer observables, which may be chosen to be
PV measures. The resulting process constitutes a Neumark dilation of some
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observable of the measured system that turns out to be a joint observable of
several, possibly noncommuting, unsharp observables.

2.2.5 Symmetric operators and contractions.

Neumarks theorem sheds some light on the relation between the traditional
operator description and the POV measure representation of observables. Ac-
cording to the spectral theorem the self-adjoint operators are in one-to-one
correspondence with the real PV measures. In a similar way certain sym-
metric operators determine a unique POV measure on (R,B(R)). A densely
defined operator A is symmetric if 〈ϕ |Aψ〉 = 〈Aϕ |ψ〉 for all ϕ, ψ ∈ D(A). In
other words, an operator A is symmetric if D(A) is contained in D(A∗) and
A coincides with A∗ on D(A). Not all symmetric operators are self-adjoint.
This subtle mathematical difference poses the following physical problem. In
the theoretical evaluation of an experiment one usually associates a statistical
quantity with an expectation of some operator A. That operator is symmet-
ric in accordance with the fact that measurement outcomes are described
as real numbers. In addition, one generally assumes that A is self-adjoint;
but there are cases, such as the time delay in scattering theory, where the
self-adjointness cannot be achieved. For a symmetric but non-self-adjoint
operator A one cannot invoke the spectral theorem to ensure the existence
of probability distributions, which would yield the expectation values of A
as their first moments. The demand for such a probabilistic interpretation
raises the question whether symmetric operators admit self-adjoint exten-
sions. An operator B is an extension of A if D(A) ⊂ D(B) and Aϕ = Bϕ
for ϕ ∈ D(A). Now there exist symmetric, non-self-adjoint operators which
do not possess any symmetric extension within the Hilbert space H. These
are called maximal symmetric operators.

Neumarks theorem guarantees that any maximal symmetric operator A can
be extended to a self-adjoint operator Ã acting in a Hilbert space H̃ contain-
ing H. Using the spectral decomposition of Ã in H̃ one obtains an analogue
of the spectral theorem for maximal symmetric operators. For any ϕ ∈ H
and ψ ∈ D(A) one has

〈ϕ |Aψ〉 =
〈
ϕ
∣∣∣ Ãψ〉 =

∫
xd
〈
ϕ
∣∣∣EÃ(x)ψ

〉
=

∫
xd 〈ϕ|PEÃ(x)ψ〉 (2.42)
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The operator P denotes the projection of H̃ onto H. Defining F (X)ψ =

PEÃ(x)ψ for every ψ ∈ H and X ∈ B(R), one obtains a POV measure F in
H satisfying

〈ϕ |Aψ〉 =

∫ +∞

−∞
xd 〈ϕ |F (x)ψ〉 (2.43)

〈Aψ |Aψ〉 =

∫ +∞

−∞
x2d 〈ψ |F (x)ψ〉 (2.44)

where ϕ ∈ H, ψ ∈ D(A).

The strategy for obtaining a probability description for a symmetric operator
consists thus of extending that operator as far as possible, which yields either
a self-adjoint or a maximal symmetric operator. Since the Neumark extension
of the latter is not unique, the resolution (1.2.43) of a symmetric operator
cannot be unique, either. In the case of a self-adjoint operator A, the formulas
(1.2.43) and (1.2.44) are satisfied exactly for the spectral measure of A, and
the domain of A consists of those vectors for which the integral (1.2.44) is
convergent. For a symmetric operator A, the vectors ϕ in D(A) satisfy the
inequality

∫
x2d 〈ϕ |F (x)ϕ〉 <∞. However, it is only for maximal symmetric

operators A that the domain D(A) is characterized by this condition; in
that case there exists exactly one POV measure F that fulfills (1.2.43) and
(1.2.44). For further details of this subject matter the reader may wish to
refer to [2.9-l0].

This consideration demonstrates clearly that in general a single operator is
insufficient for an exhaustive account of all statistical information available
in a given experiment. The operator gives only the first moments of the
probability distributions, while the latter can be determined completely from
the underlying observable represented as a POV measure.

As is well known from probability theory, a probability measure is uniquely
specified by the totality of its nth moments. For a POV measure F one may
define the moment operators F (n), n = 1, 2, ......, as follows:

〈
ϕ
∣∣F (n)ϕ

〉
=

∫ +∞

−∞
xnd 〈ϕ |F (x)ϕ〉 (2.45)

which is to hold for all vectors ϕ for which the right hand side converges. The
spectral calculus for a self-adjoint operator A is based on the fact that the
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moments of its spectral measure EA are just An. This fundamental feature
is lost in the case of a POV measure F since in general F (n) 6= (F (1))n. Thus
it is only for self-adjoint operators that their nth powers determine the whole
observable. By contrast a maximal symmetric operator does not allow an
equally simple reconstruction of its associated observable, represented by the
corresponding POV measure.

Besides the maximal symmetric operators there is another important class of
operators possessing a spectral representation with respect to a unique POV
measure. A bounded linear operator C is a contraction if its norm is at most
1. For every contraction C acting on a Hilbert space there exists exactly one
POV measure F such that

Cn =

∫ 2π

0

einxdF (x) (2.46)

for n = 0, 1, 2, ....... If C is unitary then F is a PV measure. Note that the
family of operators Cn is closed under multiplication so that here a kind of
functional calculus does apply.

2.3 Quantum measurement theory

To elucidate the various aspects of POV measures as representing quantum
physical observables, one needs to take frequent recourse to measurement
theory. This theory has two branches, one dealing with the changes experi-
enced by the measured system, the other one considering measurements as
physical processes. For our purposes it is convenient to develop both parts
independently although we point out their interrelations. We also elaborate
the operational basis for the individual interpretation of quantum mechanics.

2.3.1 Operations.

Operations and state transformers (section on operations) constitute the ba-
sic tools for the description of changes experienced by a physical system. A
change in the system may be due to its temporal evolution as an isolated
system, or it may be caused by a coupling to some environment, as it occurs
in a measurement. Such a change may well be a violent one, the system
may even be destroyed or lose its?identity as an individual object; a position
measurement with an absorbing plate furnishes a typical example. However
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important such destructive measurements are in practice, it is nevertheless
important to be able to account for the behavior of a physical system un-
der more general circumstances. To this end one needs to leave open the
possibility that the system preserves its identity in the course of events, be
it its free temporal evolution or a measurement interaction. Nondestruc-
tive?measurements on individual atomic objects are no longer only a fiction
referred to in thought experiments; for example, the so-called continuous
Stern-Gerlach effect allows one to perform and repeat a quantum measure-
ment on the same individual atomic particle, as often as one pleases [2.12]

In the formulation of quantum mechanics employed in the present approach
any change occurring in a system is represented, in the first instance, as a
change of the probability measures: pET 7→ m(pET ). Due to the structure of
these measures there is an associated transition of states [T 7→ m̂(T )], or
observables [E 7→ m̃(E)] or both. Here we use primarily the Schrodinger
picture, describing physical changes as state transformations. The equiva-
lent Heisenberg picture follows then in view of the duality between states
and observables. Occasionally, the combination of the two, the interaction
picture, is also useful.

Let us imagine a measurement performed on a physical system S. If T is the
initial state of S, then after the measurement the system will be found, in
general, in another state T . We assume that S can be subjected to the same
measurement in any state. Moreover, the possible changes experienced by the
system should be completely determined by the measurement device applied,
and in each individual run of the experiment the state change should depend
on the respective outcome only. This amounts to saying that the measure-
ment induces a state transformation T 7→ m̂(T ). It turns out convenient to
leave open the possibility that the states m̂(T ) are not normalized. Thus one
would identify T ′ as m̂(T )/tr[m̂(T )] Indeed we shall restrict our attention to
those maps m̂ which yield tr[m̂(T )] ≤ 1 for any state T ∈ S Then tr[m̂(T )]
admits an interpretation as a relative frequency and this will allow us to
base the definitions of state transformers and measurements on the so-called
probability reproducibility condition (section on measurements3).

If a system S is prepared in a mixture of states T = wT1 +(1−w)T2 (so that
S is known to be either in the state T1 or in T2), with the respective weights
w and 1 − w, then after a measurement with a given outcome, represented
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by the map m̂, the state of S is either m̂(T1) or m̂(T2). Considering a long
run of identical measurements, with a number N of occurrences of the same
outcome, it is natural to assume that all devices operate independently and
in the same way. This is partly reflected by the idea of describing the state
change as a map m̂. In addition this amounts to requiring the stability of
the apparatus in the sense that no back action on the beam of incoming sys-
tems occurs. Alternatively one may think of an ensemble of equally prepared
systems, each being subjected to the same measurement; then the statistical
independence is obviously ensured. It then follows that the number of sys-
tems ending up in the states m̂(T1) and m̂(T2) is (approximately) given by
wN and (1 − w)N , respectively. Accordingly, each system is described by
the state m̂(wT1 + (1 − w)T2) = wm̂(T1) + (1 − w)m̂(T2), with the appro-
priate ignorance interpretation. Hence under stable measurement conditions
the map m̂ turns out to be convex from S to a convex subset of positive
operators from T (H). As such it has a unique linear extension to the space
T (H).

The above assumptions on the nature of the state changes T 7→ m̂(T ) con-
stitute the defining properties of an operation. An operation is a positive
linear mapping Φ : T (H)→ T (H), which satisfies

0 ≤ tr[ΦT ] ≤ 1 (2.47)

for all T ∈ S(H) [1.4, 1.8]. (A mapping on a set of operators is called
positive if it sends positive operators to positive operators.) We use the
terms operation and state transformation as synonyms.

When combined with the trace, any operation Φ defines a unique effect B
via the relation

tr[ΦT ] = tr[TB] (2.48)

for all T ∈ T (H). The correspondence between operations and effects is
many-to-one, and the relation tr[Φ1T ] = tr[Φ2T ], T ∈ S(H), is an equiva-
lence relation among the operations, the equivalence classes being in one-to-
one correspondence with the effects.

The dual mapping Φ∗ : L(H)→ L(H) of an operation Φ, defined by the re-
lation tr[TΦ∗(A)] = tr(Φ(T )A], A ∈ L(H), T ∈ T (H), is a (normal) positive
linear mapping [1.8]; the condition (1.2.47) being equivalent to

O ≤ Φ∗(I) ≤ I (2.49)
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The effect B defined by an operation Φ can be expressed in terms of Φ∗ as

B = Φ∗(I) (2.50)

As an illustration we note that any unitary mapping U on H defines an oper-
ation ΦU : T 7→ UTU∗. The corresponding dual map is (ΦU)∗ : A 7→ U∗AU ,
and the ensuing effect is the identity operator (ΦU)∗(I) = U∗U = I. Time-
parametrized families of such operations arise as the natural representatives
of causal, reversible temporal evolutions. Another important class of oper-
ations is induced by the projection operators. With any projection P on
H is associated a so-called Lüders operation ΦP

L : T 7→ PTP , with its dual
(ΦP

L)∗(A) = PAP . The corresponding effect is simply (ΦP
L)∗(I) = P . These

operations arise in the context of ideal measurements. In general any effect
B ∈ E(H) gives rise to a Lüders operation ΦB

L : T 7→ B1/2TB1/2 in the sense
that B is recovered as (ΦB

L )∗(I) = B.

For any two operations Φ1, Φ2 the composition Φ2 ◦ Φ1 is an operation,
called a sequential operation as it is obtained by performing first Φ1 and
then, in immediate succession, Φ2. Exchanging the order in this procedure
yields the sequential operation Φ1◦Φ2 which in general will not coincide with
the former. The associated effects satisfy (Φ2 ◦ Φ1)∗(I) ≤ Φ∗1(I), as well as
(Φ1 ◦Φ2)∗(I) ≤ Φ∗2(I). It may happen that these effects coincide so that they
would constitute a joint lower bound for Φ∗1, Φ∗2. As an example we note
that for any two effects B,C ∈ E(H) we have (ΦC

L ◦ ΦB
L )∗(I) = B1/2CB1/2,

whereas (ΦB
L ◦ ΦC

L)∗(I) = C1/2BC1/2. For sharp properties P and R this
reads (ΦP

L ◦ ΦR
L)∗(I) = RPR and (ΦR

L ◦ ΦP
L)∗(I) = PRP so that the corn-

mutativity of the Lüders operations, ΦP
L ◦ ΦR

L = ΦR
L ◦ ΦP

L , would amount to
having PR = RP .

2.3.2 State Transformers.

The state change experienced by an open system will not in general be de-
terministic so that each time step of the evolution could be represented by
a single operation; it will rather be a stochastic process reflecting the ran-
dom external influences. Sometimes it is possible to introduce a collection of
operations ΦX determining for each initial state T the possible final states
ΦX(T ) which may occur with probability tr[ΦX(T )]. The labels X indicate
the conditions for a particular state transformation ΦX to be the actual one.
We shall refer to such a family of operations as a state transformer. If the
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system S is subjected to a manipulation represented by a state transformer
X 7→ ΦX , then the state of the system changes according to T 7→ ΦXT pro-
vided that the conditions described by X are met. This is what happens in
a measurement of some observable of S, with an outcome X. The state of
the system after the measurement depends not only on its initial state but
also on the type of measurement performed as well as the actual outcome.
A state transformer X 7→ ΦX is a convenient description of this aspect of a
measurement, the outcome X conditioning the state change that has actually
taken place. We give the formal definition.

A state transformer is a state transformation valued (STV) measure I : F →
L(T (H)) on a measurable space (ΩF) defined through the properties

IX(T ) ≥ O for all X ∈ F , T ∈ S(H) (2.51a)

tr[IΩ(T )] = tr[T ] (2.51b)

I∪Xi(T ) =
∑
IXi(T ) for all disjoint sequences (Xi) ⊂ F , all T ∈ S(H)

(2.51c)

where the series converge in trace norm. The properties (1.2.51) guarantee
that the mapping X 7→ E(X), defined as

tr[TE(X)] := tr[IX(T )] X ∈ F , T ∈ S(H) (2.52)

is a (normalised) POV measure on (ΩF). Thus any state transformer I
induces a unique observable E, the associate observable of I. Conversely,
every observable E has infinitely many E−compatible state transformers.

As an example, let (Xi)i∈I be any countable partition of Ω into disjoint
(−measurable) sets and (Ti)i∈I a collection of states. Then the following
defines an E−compatible state transformer I:

IX(T ) :=
∑
i∈I

tr[TE(X ∩Xi)Ti Xi ∈ F , T ∈ S(H) (2.53)

There are state transformers that do not change the states (modulo normal-
ization): for any probability measure λ, let

IX(T ) := λ(X)T (2.54)
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The associate observable is given by

E(X) = λ(X)I (2.55)

This is to say that a measurement that does not alter the states of the system
gives no information at all. In other words any measurement of a nontrivial
observable must induce some state changes. A state transformer that does
yield only minimal (in a certain sense) disturbances is the Lüders transformer
associated with a discrete sharp observable A =

∑
aiPi, defined via

IAL,X(T ) :=
∑
ai∈X

PiTPi =
∑
ai∈X

ΦPi
L (T ) (2.56)

where ΦPi
L (T ) is the Lüders operation for Pi (defined earlier). It is obvious

that the operation IAL,R leaves unchanged any vector state ϕ which is an
eigenvector of some Pi. This property, known as the ideality of a state trans-
former, is characteristic of theLüders transformer. On the other hand for
all other states ϕ arising as superpositions of different eigenvectors of A, the
state IAL,{ai}(P [ϕ]) is an eigenstate of A corresponding to the eigenvalue ai.
This is to say that the Lüders transformer is repeatable, acting thus rather
invasively on non-eigenstates.

Two state transformers I1 and I2 may be combined into a composite state
transformer I12 on the product space (Ω1 × Ω2,F1 × F2). This new state
transformer is constructed as the extension to a measure of the following
family of sequential operations [1.8]:

T 7→ I12,X×Y (T ) := I2,Y ◦ I1,X(T ) (2.57)

The interpretation of I12 as a sequential state transformer is obvious. It
corresponds to a sequential measurement of the observable in question, in the
given order. The observable associated with a sequential state transformer
I12 is determined by the effects (I12, X × Y )∗(I), X ∈ F1, Y ∈ F2. In
general one has I12 6= I21, which is to say that a result of a sequential
measurement of any two observables will depend on the order in which the
measurements in question are performed on the system. It may happen that
for two observables E1 and E2 there are commuting state transformers I1

and I2such that
I12 = I21 (2.58)
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This is then sufficient to ensure that these observables are coexistent. In-
deed if (1.2.58) holds true, then X × Y 7→ (I12,X×Y )∗(I) = (I21,X×Y )∗(I)
constitutes a joint observable for E1 and E2.

2.3.3 Measurements.

Von Neumanns formulation of the measurement process within the quantum
theory of compound systems has become the paradigm for quantum mea-
surement theory [2.3]. In recent years this theory was extended in various
respects so as to be applicable to measurements of arbitrary observables.
In the ensuing general framework the von Neumann model appears as an
important special case, characterized as an ideal measurement of a discrete
sharp observable. We start with a brief review of this prototypical model
and proceed then to summarize the main features of general measurement
theory.

In order to construct a measurement for a discrete observable with the spec-
tral decomposition A =

∑
aiPi, first fix an orthonormal basis {ϕij} for the

object systems Hilbert space H consisting of eigenvectors of A, where the
second index accounts for the (possible) degeneracy of the eigenvalue ai.
Consider an apparatus A, with the Hilbert space HA of dimension equal to
the number of distinct eigenvalues ai of A. Introduce a pointer observable’
Z =

∑
i ziP [ϕi] [where {ϕi} is any orthonormal basis of HA] and a unitary

mapping UvNL satisfying the relation

UvNL(ϕ⊗ φ) =
∑
〈ϕij |ϕ〉ϕij ⊗ φi (2.59)

where φ denotes a fixed initial state of the apparatus. The mapping UvNL is
meant to represent a measurement interaction between S and A correlating
the values of the measured observable A with those of the pointer observable
Z. Thus for any initial state ϕ of S the final state of the compound system
S + A is given by (1.2.59). In particular, UvNL(ϕ ⊗ φ), determines the
state of the apparatus after the measurement as the reduced state W =∑
pAϕ(ak)P (φk]. It is now immediate to observe that the measurement model

specified by the items (HAZ, φ, UvNL) satisfies the calibration condition:

if pAϕ(ai) = 1 then pZW (zi) = 1 (2.60)
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This is equivalent to the seemingly stronger probability reproducibility con-
dition, which serves to characterize A as the measured observable:

pAϕ(ai) = pZW (zi) (2.61)

for all i = 1, 2....., and for any state ϕ of S. We have thus established the
von Neumann-Lüders measurement model. Such a measurement has the pe-
culiar property of being repeatable, that is, it leaves the system always in an
eigenstate associated with the registered outcome zi.

In the construction of a measurement theory for a general observable E one
follows the line of reasoning outlined above. Thus one starts with specifying a
measuring apparatus A [with Hilbert spaceHA], its initial state TA ∈ S(HA),
a pointer observable Z : FA → L(HA) [with value space (ΩA,FA)] and
a (measurable) pointer function f : ΩAtoΩ which serves to correlate the
pointer values with the values of the measured observable. Next one must
find a suitable measurement coupling, a positive linear trace preserving state
transformation V : T (H⊗HA)toT (H⊗HA) for the compound system S+A.
This map associates with any initial state T of S a final state of S +A given
as V (T ⊗ TA). From this one obtains, via partial tracing, the reduced states
RS(V (T ⊗ TA)) and RA(V (T ⊗ TA)) of S and A, respectively. The decisive
requirement for the quintuple (HA, Z, TA, V, f) to constitute a measurement
of E derives from the interpretation of the numbers pET (X) as probabilities
for measurement outcomes. Indeed if pET (X) = 1, then one would expect
that the pointer observable would show this value with certainty after the
measurement, that is, pZRA(V (T⊗TA))(f

−1(X)) = 1. This is the content of
the calibration condition. When dealing with arbitrary observables this re-
quirement will not be applicable in all cases. As a matter of fact there are
POV measures E admitting pET (X) = 1 in no state whenever E(X) 6= I.
In order to specify sufficient conditions under which a process described by
(HA, Z, TA, V, f) may be claimed to serve as a measurement of an observ-
able E, one therefore needs to stipulate the whole probability reproducibility
condition: that is, one should require that the full measurement outcome
distribution X 7→ pET (X) be recovered from the pointer statistics: for all
X ∈ F , and T ∈ S(H),

pET (X) = pZRA(V (T⊗TA))(f
−1(X)) (2.62)

It should be noted that the term apparatus must not always be understood
in a literal sense. In most measurement theoretic models one includes only
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some microscopic part of the macroscopic device into the description, which
could be referred to as a probe system. This is the case throughout this book
so that we shall use probe and apparatus as synonyms.

It is obvious that specifying a quintuple (HA, Z, TA, V, f) which fulfills the
condition (1.2.62) does not yet provide an exhaustive account of the physics
underlying a measurement process for the observable E. This goal will re-
quire further assumptions and conditions on (HA, Z, TA, V, f). In particular
one should like to understand how a measurement leads to a definite result.
Various kinds of correlation conditions and the so-called objectification re-
quirements have been investigated in this context [1.1]. For the purposes of
the present book the probability reproducibility condition will be taken as
the crucial (and minimal) condition forM := (HA, Z, TA, V, f) to constitute
an E−measurement.

The measurement coupling V is often given by a unitary operator U on
H ⊗ HA so that V (T ⊗ TA) = U(T ⊗ TA)U∗. Furthermore the pointer
observable Z is in many cases conveniently chosen to be a PV measure pos-
sessing the same value space and scale as E. If in addition the initial appa-
ratus state is a vector state φ, then for the resulting unitary measurement
MU := (HA, Z, φ, U) of E the condition (1.2.62) assumes the simpler form

pEϕ (X) = 〈U(ϕ⊗ φ) | I ⊗ Z(X)U(ϕ⊗ φ)〉 (2.63)

for all X ∈ F and all states ϕ ∈ H. Clearly the measurement MvNL :=
(HA, Z, φ, UvNL) of a discrete observable A =

∑
aiPi is a unitary mea-

surement; but it is important to note that one can construct other unitary
A−measurements which do not always share the property of being repeat-
able [2.13]

The relation between processes M := (HA, Z, TA, V, f) and observables E
established by the probability reproducibility condition (1.2.62) allows also
a reading opposite to the one just described. In concrete applications one
usually starts not with fixing the observable to be measured but rather with
analyzing an experimental arrangement, considered to yield a measurement
M. Equation (1.2.62) then determines the observable actually measured with
this arrangement.

Any measurement M of an observable E induces a state transformer I by
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virtue of the relation

IX(T ) := RS [V (T ⊗ TA) · I ⊗ Z(f−1(X))] (2.64)

This state transformer is E−compatible since one has

pET (X) = tr[IX(T )] X ∈ F , T ∈ S(H) (2.65)

This is a confirmation of the fact that the measurement determines uniquely
the measured observable. It may happen that two different measurements
M and M̃ of E define the same state transformer. Such measurements are
said to be (operationally ) equivalent.

The elements of a measurement are schematically shown in Figure 2.1.

The object and apparatus are prepared, coupled and separated. The appa-
ratus is eventually found in a pointer eigenstate TA,k := RA[V (T ⊗ TA) ·
I ⊗Z({k})] indicating an outcome k, say, according to a fixed discrete read-
ing scale. This entails that the system has also assumed some final state
Tk := RS [V (T ⊗ TA) · I ⊗ Z({k})] depending on that outcome.

Any two measurementsM1 andM2 of observables E1 and E2, with induced
state transformers I1 and I2, can be combined to yield a sequential mea-
surement of the two observables, by performing them on S one after the
other in either order. Without entering into technical details, we let M12

denote the sequential measurement obtained by carrying out first M1 and
then, in immediate succession, M2. One can show that the resulting state
transformer I12 is in fact the sequential state transformer induced by I1 and
I2 so that I12 = I2 ◦ I1 [2.14] In a similar vein one may construct the se-
quential measurement M21. Generally M12 and M21 are quite different.
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However, if these sequential measurements are operationally equivalent, that
is, if I12 = I21, then the observables E1 and E2 are coexistent. In that case
either one ofM12 andM21 may serve as a joint measurement for E1 and E2.

The construction of the von Neumann-Lüders model MvNL demonstrates
that any discrete sharp observable A =

∑
aiPi admits a unitary measure-

ment, the ensuing state transformer IAL being the Lüders transformer (1.2.56).
This result has been thoroughly generalized: the Hilbert space frame of quan-
tum mechanics permits that any physical quantity, represented as a POV
measure, can indeed be measured. In fact according to a fundamental theo-
rem of the quantum theory of measurement any (completely positive) state
transformer derives from some unitary measurement [1.4, 2.15]. Therefore
for any observable there do exist such measurements.

2.3.4 The standard model.

We provide next an example of the general measurement scheme developed
in the preceding two subsections. Section 7 will offer several concrete real-
iszations of this standard model. Suppose that one intends to measure an
observable A of the object system by coupling it to some observable of the
measuring apparatus through the interaction

U = eiλA⊗B (2.66)

where λ is an appropriate coupling constant. Using the spectral decomposi-
tion of A, one may write U in the form

U =

∫
R
EA(da)⊗ eiaλB (2.67)

Then an initial state ϕ⊗ φ of the compound system is transformed into

U(ϕ⊗ φ) =

∫
R
EA(da)ϕ⊗ eiaλBφ ≡

∫
R
EA(da)ϕ⊗ φλa (2.68)

where φλa := eiaλBφ. If the coupling U is to serve its purpose one needs to
choose the initial apparatus state φ, the pointer observable Z, and possibly
a pointer function f such that 〈HA, Z, φ, U, f〉 constitutes a measurement of
A.
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With any specific choice of φ, Z, and f , the probability reproducibility con-
dition (1.2.62) always defines the observable E actually measured by this
scheme. To evaluate this condition, one first determines the final state of the
apparatus

RA(P [U(ϕ⊗ φ)]) =

∫
R
pAϕ(da)P [φλa] (2.69)

In view of the coupling constant λ(6= 0) it is convenient to introduce a pointer
function f(x) = λ−1x. Then the measured observable takes the form

E(X) =

∫
R
pAφλa(λX)EA(da) (2.70)

The structure of the effects E(X) show that in general the actually mea-
sured observable E is a smeared version of the observable A intended to be
measured. The question then is which choices of φ, Z, and f would possibly
yield E = EA, that is,∫

R
pAφλa(λX)EA(da) = EA(X) for all X ∈ B(R) (2.71)

This is the case exactly when pZφλa(λX) = χX(a). Since 〈φλa |Z(λX)φλa〉 =〈
φ
∣∣ e−iaλBZ(λX)eiaλBφ

〉
one may also anticipate that an optimal measure-

ment can be obtained by choosing the pointer observable Z to be conjugate
to B in the sense of covariance (cf. Section 3):

e−iaλBZ(λX)eiaλB = Z(λ(X − a)) (2.72)

The general form of the state transformer defined by this measurement ac-
cording to (1.2.64) can also be given explicitly. Its structure depends on that
of the pointer observable Z. Writing Z(λX) =

∫
λX
|z〉 〈z| dz, with a formal

resolution of identity, one obtains

IX(T ) =

∫
λX

KzTK
∗
zdx , Kz =

∫
R
〈z |φλa〉EA(da) (2.73)

Without using this formal expression, one can directly confirm that the out-
come probabilities for E, as well as for A, are the same both before and after
the measurement. The measurement does not alter these probabilities.

It is instructive to work out two special cases of the standard model. Con-
sider first a discrete observable A =

∑
akPk. As the probe system, take a
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particle moving in one degree of freedom so that HA = L2(R, and couple A
with the probes momentum PA : U = exp(−iλA ⊗ PA). Since the momen-
tum generates translations of the position, it is indeed natural to choose the
position QA conjugate to PA as the pointer observable. An initial state ϕ⊗φ
of the object-apparatus system is now transformed into

∑
k Pkϕ ⊗ φλak . In

the position representation (for A) one has φλak = φ(x − λak). Assuming
that the spacing between the eigenvalues ak is greater than δ/λ and that φ
is supported in (−δ/2, δ/2), then the pointer states φλak , are supported in
mutually disjoint sets Ik = (ak − δ/2λ, ak + δ/2λ). Therefore

E(X) =
∑〈

φλak
∣∣EQA(λIk)φλak

〉
Pk =

∑
k∈X

Pk = EA(X) (2.74)

which shows that the actually measured observable is the intended one, A.
The state transformer of this measurement is the Lüders state transformer
(1.2.56)

In the case of a continuous observable, such as position, the above model
amounts to measuring not the intended observable but a smeared version of
it. Indeed taking A = Q and adopting the respective spectral representations,
one has U(ϕ⊗ φ)(q, x) = ϕ(q)φ(x− λq). Then

E(X) =

∫ ∫
|φ(q′ − λq)|2χλX(q′)dq′EQ(dq) = χX ∗ e(Q) ≡ Ee(X) (2.75)

where we have introduced the confidence function e,

e(q) := λ|φ(−λq)|2 (2.76)

Since e cannot be a delta-function, the measured observable E is never the
sharp position but an unsharp one. The ensuing state transformer IQ is

IQX(T ) =

∫
X

KqTK
∗
qdg kq :=

√
λφ(−λ(Q− q)) (2.77)

2.3.5 Repeatable measurements.

We have seen that the von Neumann-Lüders measurement of an observable
A =

∑
aiPi has a number of remarkable properties. In particular, it is

repeatable, that is, its iterated application leads always to the same result.
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The probability for obtaining a result ai upon repetition, under the condition
that the preceding measurement just gave this result, is equal to unity. This
property can be formulated in various equivalent ways, the most suggestive
one being the following:

pATi(ai) = 1 whenever pAϕ(ai) 6= 0 (2.78)

Here Ti := IAL (ai)P [ϕ]/pAϕ(ai) is the state of S after the measurement with
outcome ai. An equivalent form of (1.2.79) is: tr[IAL,ai , I

A
L,ai

(T )] = tr[IAL,ai(T )]
and this holds for any state T and all possible values ai of A. Generalizing
these considerations we say that a measurement M of an observable E is
repeatable if its state transformer I is repeatable, that is, if

tr[IXIX(T )] = tr[IX(T )] (2.79)

for all T ∈ S(H) and for all X ∈ F . Condition (1.2.79) can be rephrased as
pETX (X) = 1 (whenever pET (X) 6= 0] where TX = IXT/tr[IXT ] is the normal-
ized final state of the measured system conditional upon an outcome in X.
Since the pioneering work of von Neumann [2.3] it has been an important
problem to find out under what circumstances a measurement is repeatable.
A necessary condition for this is the following:

THEOREM. If a measurement is repeatable, then the measured observable is
discrete.

We recall that a POV measure E is discrete if there is a countable subset
Ω0 of Ω such that E(Ω0) = I. This theorem presumes that the value space
(Ω,F) of the state transformer I is a standard Borel space. In particular the
real Borel space (Rn, (B)(Rn)) is of this kind. The proof of the statement
in its present generality is due to Luczak [2.16]. Ozawa [2.15] established
the same result somewhat earlier under the additional assumption that the
measurement is equivalent to a unitary measurement.

Not every measurement of a discrete observable, like A =
∑
aiPi, is re-

peatable. But any discrete sharp observable does possess some repeatable
measurement such as, for example, a von Neumann-Lüders measurement.
Generally a discrete observable E : ωi 7→ Ei admits a repeatable measure-
ment exactly when all the effects Ei 6= O in its range have eigenvalue 1.
Indeed if there is a repeatable measurement for E, then to each Ei there
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belongs some (unit) vector ϕi such that Eiϕi = ϕi. Conversely if each Ei
has such an eigenvector, then the state transformer (1.2.53) with the choice
Xi = {ωi} and Ti = P [ϕi] is repeatable; it is also completely positive so that
it admits a repeatable unitary E−measurement.

There are some other measurement theoretical notions which at first sight
appear less restrictive than repeatability so that one might agree more easily
to consider them as constitutive properties of a measurement. These are the
concepts of first kind and value reproducible measurements. A measurement
M of an observable E is of the first kind if the probability for a given result
is the same both before and after the measurement that is if

pET (X) = pETΩ
(X) (2.80)

for all outcome setsX and all states T of the system S. One may consider also
a weaker formulation, the value reproducibility condition, which stipulates
that for any X and for all T the following implication should hold:

if pET (X) = 1, then pETΩ
(X) = 1 (2.81)

It is evident that repeatability implies first-kindness and that the latter prop-
erty is stronger than value reproducibility. Interestingly, in the case of sharp
observables the reverse chain of implications is also valid: a measurement of
a sharp observable is repeatable exactly when it is value reproducible or, a
fortiori, when it is of the first kind [1.1]. Whenever an E−measurement has
one of these properties, and thus all of them, it follows that E is a discrete
observable.

To illustrate these notions and their interrelations we refer to the standard
model discussed earlier. We observed already there that a measurement with
the coupling eiλA⊗B never alters the outcome statistics of the actually mea-
sured observable E, nor that of A. In other words these measurements are of
the first kind. For a discrete sharp observable A we could choose the pointer
observable and the initial apparatus state such that the measured observ-
able is A, in which case the measurement is also repeatable. For A = Q
the measurement cannot be repeatable?since the measured observable EQ,e

is not discrete.
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2.4 Individual interpretations of quantum mechanics.

It is often claimed that quantum mechanics is merely a statistical theory,
and this statement is accompanied with the remark that only probabilistic
predictions of measurement outcomes can be made in general. However, in
most practical instances physicists think and speak in terms of individual sys-
tems, such as elementary particles, considering manipulations performed on
them with the aim to prepare and measure certain properties. We shall argue
next that the Hilbert space language of quantum mechanics is rich enough
to provide an operational justification for an individual interpretation of this
theory. To this end we shall specify those features of the empirical domain
of a physical theory which must be regarded as preconditions for the consti-
tution of the objects of that theory. It turns out that quantum mechanics
possesses all the structural elements implied by these conditions.

First of all, any probabilistic theory of physics presupposes an event structure
associated with the totality of all possible measurement outcomes. The very
existence of scientific experience is due to the fact that one is able to find
statistical regularities in the observation of certain event sequences. These
regularities are represented as law-like probability connections which under
certain circumstances (as they are realized, e.g., in the realm of classical
physical phenomena) may assume the form of deterministic laws. The possi-
bility of performing reproducible preparations and measurements is reflected
in quantum mechanics by the notions of states and effects, the latter being
introduced as state functionals assigning probabilities to the possible mea-
surement outcomes. In order to ensure reproducibility one needs to be able
to repeat the same measurement under the same conditions (of preparation).
Repeated measurements may be done either as a sequence in time or simulta-
neously at different places. Hence the regularities in question are due to the
homogeneity of time and space. The remaining kinematical symmetries come
into play by the objectivity requirement: different observers should be able
to provide consistent descriptions of the same sets of event sequences. These
considerations have led to the definition of elementary quantum systems as ir-
reducible projective unitary representations of the Galilei or Poincare group.

Speaking of systems and their properties presupposes that there exist event
sequences which are one by one related to each other so that they can be as-
signed to some underlying entity persisting in time - an object system. Thus
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one must be able to observe a system at different times and by means of dif-
ferent measurements. There are two implications of this requirement. First,
a system can only be detected as a separate entity if it is to some degree of
approximation isolated from its environment. This is to say that at least for
some period of times t its state T1 depends only on the original preparation
at time t0 and does not reflect any entanglement with the environment, i.e.,
there must be a deterministic dynamical law Dt,t0 : Tt0 7→ Tt which sends
pure states into pure states. The Schrodinger picture of the unitary quantum
mechanical dynamics is of that type. Second, objects?would never be recog-
nized as such, were there not some nondestructive measurement procedures.
This is reflected in the operational structure of quantum mechanics. As seen
in Section 3, to any effect there exists a family of operations describing the
state changes due to measurements.

The event space of a single measurement is given by some measurable space
(Ω,F) of outcomes. Any measurement is represented by an observable E,
the latter establishing a connection between the outcomes and the object
system, E : F → E(H). In this way one is led to consider the set of effects as
representing the totality of all possible measurement events. Now the ques-
tion arises as to what the occurrence of an effect in a measurement allows
one to infer about the system under investigation. Earlier in this section we
have isolated a subset Ep(H) of effects serving as candidates of what may
be called properties. We shall argue that a system must be understood as a
carrier of properties. In fact the preparation of a system is generally based
on a specification of some of its properties. In this sense there must exist
repeatable measurements. A physical quantity can be ascertained as a real
property, or an element of reality whenever its value can be predicted with
certainty and without changing the system. The decisive question is whether
the physical quantities of quantum mechanics can correspond to elements of
reality. The answer is in the positive as far as the set of sharp properties
is concerned. In the set of operations associated with any sharp property
P there is the Lüders operation ΦP

L : T 7→ PTP which is repeatable and
ideal. Thus whenever a system is in an eigenstate T of a sharp property P ,
PT = T , then this property corresponds to an element of reality since it
can be determined with certainty and without changing the systems state,
namely, by application of the corresponding Lüders operation. This is the
operational foundation for interpreting projections as properties, or proposi-
tions about properties.
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Turning now to general (sharp or unsharp) properties and observables, it
must be noted that there exist limitations of the measurability which may
forbid their interpretation as elements of reality. For example, one may have
postulated properties of measurements, such as repeatability, which are not
satisfied by any instrument. Such is the case with continuous observables.
Furthermore it may happen that measuring systems and interactions avail-
able for measurements are limited, e.g., due to conservation laws, to the
extent that some of the instruments associated with a POV measure cannot
be realized. These problems can be resolved by introducing approximate
properties and adopting an accordingly weakened form of the reality crite-
rion. Instead of strict predictability one should only stipulate probability
close to one, i.e., greater than 1 − ε with some small ε. Also one cannot
insist in strict ideality but should only require approximately non-disturbing
operations. Now to any effect B there is associated its Lüders operation,
ΦB
L : T 7→ B1/2TB1/2. This operation is reproducible in the sense that

ttr[TB] ≥ 1− ε implies tr[ΦB
LΦB

L (T )]/tr[ΦB
L (T )] ≥ 1− ε. ΦB

L (T ) is not (ap-
proximately) repeatable but only weakly repeatable in the following sense:
tr[ΦB

LΦB
L (T )]/tr[ΦB

L (T )] ≥ tr[ΦB
L (T )]. Most importantly ΦB

L (T ) is approxi-
mately ideal as for any state T the state ΦB

L (T )/tr[ΦB
L (T )] is close to T (in

the trace norm topology) whenever tr[TB] ≥ 1− ε, ε small:

‖T − [tr[ΦB
LT ]]−1ΦB

L (T )‖1 ≤ 2(ε+
√
ε) (2.82)

We have thus shown that quantum mechanics provides a framework in which
it is possible to speak of preparing and measuring properties of physical
systems. The application of (approximately) repeatable measurements al-
lows one to extend the minimal interpretation of probabilities to a realistic,
individual interpretation in the following sense: the number pET (X) is the
probability that an (approximately) repeatable measurement of the observ-
able E on a system in state T leads to an outcome in the set X and thus
leaves the system in a state in which the effect E(X) is an (approximately)
real property.

3 Observables

The representation of the observables of a physical system as self-adjoint op-
erators on Hilbert space is traditionally motivated by making reference to
the correspondence principle or by invoking some quantization scheme, such
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as the transcription of the Lie algebra structure from phase space to Hilbert
space. There exists an alternative approach which refers directly to the op-
erationally relevant features of these observables. This relativistic approach
has the advantage of being open to the consideration of unsharp observables,
which turns out necessary in some cases where sharp observables simply do
not exist or are not amenable to measurements.

?The idea of symmetry, formalized as invariance under a group of transfor-
mations, plays a fundamental role in the quantum, as also in the classical,
description of any physical system. The very possibility of scientific experi-
ence rests on the fact that the observed objects possess features that ensure
their identity under different experimental circumstances. To perform many
runs of an experiment under the same conditions requires that the prepa-
ration and registration devices?behave the same way at different times and
locations. Thus it is the invariance of an object under active space-time
transformations thatfirst of all enables the collection of scientific experience:
reliable experimental facts that can be related to some underlying physical
entity. Perhaps even more important is the possibility of communicating such
experiences in a unique way. ln fact an object would be no object, were it
not identifiable as the same for different observers, related to?each other by
means of the various space-time transformations understood in the passive
sense. Hence any physical system, as an object of scientific investigations, is
necessarily a carrier of properties which are covariant under some kinemati-
cal group of space-time transformations.

This consideration shows that the description of a physical system S as ex-
isting in space-time should reflect its Galilei or Poincare invariance: there
should exist a group of automorphisms on the algebra of observables, and
the corresponding group of convex automorphisms on the set of states, rep-
resenting the actions of Galilei or Poincare transformations on the measuring
and preparation devices associated with S. This automorphism group gives
rise to a projective unitary representation g 7→ Ug of the symmetry group
G on the systems Hilbert space H. Accordingly the Galilei or Einstein rela-
tivistic quantum theories of elementary systems are based on irreducible pro-
jective unitary representations of the Galilei or Poincare group on a Hilbert
space. These irreducible representations are classified according to the mass
and spin values. The basic quantum observables then appear in a double
role: operationally they arise as covariant entities representing properties of
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objects; in a more formal sense they come into play as the generators of the
one-parameter subgroups. Traditionally the covariance aspect was empha-
sized primarily for the localization observable as the property characteristic
of a particle. The notion of localizability is formalized as a system of covari-
ance, or a system of imprimitivity, with respect to the Euclidean group. It
turns out that the spectral measures of the ten generators satisfy the covari-
ance requirements characteristic of position, momentum, angular momentum
and energy observables, so that the corresponding PV measures can be un-
derstood as observables. The formal relationships between these observables
obtain thus a natural operational interpretation. In particular, Plancks con-
stant (~) arises as a scale parameter fixing the mass unit. Its value can and
shall here be chosen to be ~ = 1.

This program of reconstructing the kinematic structure of Hilbert space quan-
tum mechanics in accordance with the principle of relativity was conceived
early by H. Weyl [3.1], tackled in the case of the Poincare group by Wigner
(3.2) and developed systematically by Mackey [3.3]. The problem of covariant
localization was treated by Wightman [3.4], a concise and thorough account
being given?in the book of Varadarajan [2.6]. As an example we sketch the
photon localization problem. Apart from that we restrict ourselves to the
case of the Galilei relativity, reviewing the covariance properties of position,
momentum, and angular momentum. Unsharp versions of these observables,
which are constructed here, will find applications in later chapters. Conju-
gate pairs, such as position and momentum, angular momentum and angle,
or energy and time, will be seen to admit realizations as coexistent covariant
pairs of POV measures. Some of these observables are intrinsically unsharp
in that they do not derive from a sharp counterpart. The covariance point of
view can also be applied to other than space-time symmetry groups. As an
example we refer to the group of rotations in phase space that corresponds
to a canonical symmetry in classical mechanics and gives rise to an angular
observable. We shall consider the formally analogous number-phase pair for
photons which will find applications in Section 7.

3.1 Observables as covariant objects

In the following sections we shall specify those subgroups of the Galilei group
G, along with their homogeneous spaces, which are basic for constructing co-
variant quantum observables. We first recall some basic facts about G and
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its representations [2.6, 3.5] and proceed then to formulate the notion of co-
variance.

Elements of the Galilei group will be parametrized as g = (b, a,v, R) accord-
ing to the action on the space-time variables (x, t) ∈ R3 × R:

g : (x, t) 7→ (x′, t′) = (Rx + a + vt, t+ b) (3.1)

This corresponds to the following decomposition of G into subgroups:

G = (Z × T )×′ (V ×′ R) (3.2)

Here Z, T ,V ,R are the time and space translation groups and the groups
of velocity boosts and rotations, respectively. The symbol ×′ denotes the
semi-direct product of groups. The action (1.3.1) is a consequence of the
fact that the space-time translation group Z × T , being isomorphic to the
factor group G/(V×′R), is homomorphic to G and thus a homogeneous space
of G (see below). The composition law and the form of inverse elements are
easily found from (1.3.1):

g′g = (b′, a′,v′, R′)(b, a,v, R)

= (b′ + b, a′ +R′a′ + bv′,v′ +R′v′, R′R) (3.3)

g−1 = (b, a,v, R)−1 = (−b,−R−1(a− bv),−R−1v, R−1)

According to the Wigner-Kadison theorem [3.6], the automorphism repre-
sentation Ug on the algebra of bounded operators can be expressed by virtue
of a projective unitary representation Ug as Ug(A) = UgAU−1

g for all g ∈ G,
A ∈ L(H). We shall freely use the irreducible unitary projective represen-
tations g 7→ Ug of G as they appear in the Schrodinger picture. These are
based on the Hilbert space

H := L2(R3,C2s+1) ≡ L2(R3)⊗ C2s+1 (3.4)

Here R3 is meant to be the position space, and elements ofH are conveniently
expressed as (2s+1)−component functions x 7→ (ψ−s(x), ψ−s+1(x), ......, ψs(x)).
Defining functions ψµ(x, t) square-integrable in x as

ψµ(x, t) := (exp(−iHt)ψµ)(x) , H = − 1

2m
∇2 (3.5)
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one has

U(b,a,v,R)ψµ(x, t) = exp

[
−i1

2
mv2(t− b) + imv · (x− a)

]
·
∑
µ′

Ds
µµ′(R)ψµ′(R

−1(x− v(t− b)− a, t− b) (3.6)

or equivalently

U(b,a,v,R)ψµ(x′, t′) = exp [iλm(g; x, t)]
∑
µ′

Ds
µµ′(R)ψµ′(x, t)

λm(g; x, t) = m

(
1

2
v2t+ v ·Rx

)
(3.7)

where (x′, t′) and (x, t) are related by (1.3.1). m, s are the mass and spin
values parametrizing the representation; Ds

µµ′(R) are the matrix elements of
the projective irreducible representations of R, which can be expressed as
Ds : R → L(Hs), where Hs := C2s+1. Integer spin values correspond to
the proper representations, While the half-integer values give the projective
representations.

A Galilei covariant observable is defined as a POV measure E on a homoge-
neous space Ω (equipped with a Borel algebra Σ) of G, or some subgroup K,
such that the action g 7→ αg of K on Ω commutes with the automorphism
group representation of K, g 7→ Ug, for all effects in the range of E:

E(αg(X)) = Ug(E(X)) (3.8)

for all X ∈ Σ, g ∈ K. We recall the notions entailed in this definition of
covariance, without going into topological and measure theoretical details
(for these, cf. [2.6]). An action α of a group K on a space Ω is defined
as a map that sends group elements g to maps αg on Ω with the following
properties:

αgh = αgαh for all g, h ∈ K , αe = ιΩ (3.9)

Here e, ιe denote the unit element of K and the identity function of Ω. Such
a space Ω is called a K−space. If in addition K acts transitively on Ω, that
is, if for any pair of points ω, ω′ ∈ Ω there exists an element h ∈ K such that
omega′ = αh(ω), then Ω is an homogeneous K−space. The homogeneity can
be expressed as follows

Ω = {αh(ω0)|h ∈ K} for some ω0 ∈ Ω (3.10)
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We shall be using only automorphism representations which are induced by
some unitary projective representations U : g 7→ Ug as Ug(A) = UgAU−1

g .
Then the above structures are summarized in the definition of a system of
covariance (for the Galilei group or some subgroup) as a pair (U,E), where
U is a (strongly continuous) unitary projective representation and E is a
POV measure on a homogeneous space, equipped with an action of G (or the
subgroup), such that the covariance condition (1.3.8) is fulfilled. If E is a
PV measure, then (U,E) is known as a system of imprimitivity [3.3].

Eq. (1.3.8) stipulates the commutativity of the diagram shown in Figure 3.1.

Figure 1: A
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This figure illustrates how the classical description of the experimental (prepa-
ration and registration) equipment precedes the quantum representation of
the physical system under investigation. This leads to the important ques-
tion whether these classical aspects can be ultimately accounted for within
quantum theory. Next it becomes evident that an object is constituted as
something that persists under a group of symmetry operations, reflected by
the existence of a representation. Physically, the covariance requirement
means that transporting the registration device associated with the effect
E(X) relative to the preparation device by means of the operation g ∈ K
leads to a new device determining an effect that belongs to the correspond-
ingly transformed value set of the same observable.

3.2 Position and momentum

Position and momentum are perhaps the most familiar observables used in
the description of any physical system. Their structures and mutual inter-
relations carry with them many of the deep questions raised by quantum
mechanics, questions addressing the constitution of objects, or the meaning
of the uncertainty relations as well as their relevance for the joint measur-
ability of complementary observables. Conceptual and operational aspects
of these problems call for the introduction of POV measures towards their
solution. We shall investigate in this section the characteristic properties of
the position and momentum observables, considering both their sharp as well
as unsharp versions. This finally opens up a way towards introducing phase
space observables.

3.2.1 Covariance properties

The very idea of the position of an object is to represent its location in space,
to answer the question where it is. The momentum of an object, given by the
product of its mass and velocity, describes its state of motion. Momentum
thus accounts for an objects displacements in space, its changes of position.
To put these ideas to work, we assume that the system S under study lives in
the Euclidean configuration space R3. This fact shall be expressed by means
of an observable

E : B(R3)→ L(H) , X 7→ E(X) (3.11)

The ensuing probabilities pET (X) = tr[TE(X)] are interpreted as the prob-
abilities that a position measurement performed on S in the state T shows
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this system to be located in the space region X ⊂ R3. We call such an
observable a localization, or position observable. We do not anticipate that
such an observable is unique. It will be so only if it is required to be a sharp
observable. This assumption, however, turns out to be problematic from
the operational point of view (Section 4). Similarly, a momentum observable
shall be described as a POV measure

F : B(R3)→ L(H) , Y 7→ F (Y ) (3.12)

with the corresponding measurement outcome probabilities pFT (Y ) = tr[TF (Y )].

It is convenient at this point to introduce the component observables accord-
ing to a Cartesian coordinate system in the respective value spaces R3. Let
πi : R3 → R denote the ith coordinate projection, i = 1, 2, 3, and let the
points of the space be represented as the triplets (x1, x2, x3). Then the com-
ponents of the position along the ith coordinate axis are defined as follows:

Ei(X) := E(π−1
i (X)) , X ∈ B(R) (3.13)

This gives rise to a POV measure Ei on the real line R. If Ei is a PV measure
then one obtains a self-adjoint operator

Qi =

∫
R
xdEi(x) (3.14)

In that case Ei as well as the corresponding operator Qi shall be called the
(sharp) position observables of the system associated with the coordinate
axes i = 1, 2, 3. The three position observables Q1, Q2, and Q3 and the PV
measure E determine each other uniquely. Indeed E is the unique extension
of the mapping

X1 ×X2 ×X3 7→ EQ1(X1)EQ2(X2)EQ31(X3) (3.15)

defined on the (Borel) cubes X1×X2×X3 of R3 [2.6]. The spectrum of each
Qi is the whole R and is obviously continuous since it is assumed that S can
be everywhere in the space R3.

In a similar way one obtains the component POV measures F k,

F i(Y ) := F (π−1
i (Y )) , Y ∈ B(R) (3.16)
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for momentum and the self-adjoint momentum component operators Pi pro-
vided that the Fi are PV measures, thus yielding the (sharp) momentum
observables :

Pi =

∫
R
ydF i(y) (3.17)

In order that the POV measures E and F can be interpreted as the localiza-
tion and momentum of an object, it is necessary to specify their operational
meaning in terms of the characteristic transformation behavior under the
Galilei group. The entity called the position of an object” should be the
same up to some shift and rotation irrespective of the location, orientation
and state of motion of the position measuring device. Thus position should be
covariant under space translations and rotations, and invariant under (veloc-
ity) boosts; formally this corresponds to the fact that the position value space
R3 is a homogeneous space of the isochronous Galilei group G0 = (T ×V)×R
with respect to the action:

αg = α(0,a,v,R) : x 7→ x′ = Rx + a (3.18)

One may thus identify the position space as the subgroup T of space trans-
lations which is itself a homogeneous space of G0 under this action. The time
translation group then serves to label the ensuing family of covariant POV
measures as localizations at a given time. Similarly momentum should be
covariant under boosts and rotations, and invariant under space-time trans-
lations. The corresponding action of G on the momentum, or velocity space
R3 is given as:

αg = α(b,a,v,R) : u 7→ u′ = Ru + v (3.19)

This corresponds to the fact that the boost subgroup V is a homogeneous
space of G. Let Ua, Vv, WR denote the subrepresentations of Ug corresponding
to the groups of translations, boosts and rotations, respectively. Then the
covariance requirements for position and momentum observables E and F
are:

UaE(X)U−1
a = E(X + a)

VvE(X)V −1
v = E(X) (3.20)

WRE(X)W−1
R = E(RX)
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and

UaF (Y )U−1
a = F (Y )

VvF (Y )V −1
v = F (Y +mv) (3.21)

WRF (Y )W−1
R = F (RY )

Here m denotes the mass which appears in the multiplier of the given pro-
jective representation of G .

It is important to realize that these conditions can be satisfied in many ways.
This will be outlined by exploiting the covariance requirements separately
and according to whether E and F are assumed to be PV or POV measures.
In the first case the solutions are essentially unique.

3.2.2 Sharp position and momentum.

Assume first that E, F are PV measures. In view of the Euclidean invariance,
the projective subrepresentation of the translation group T can be chosen to
be an ordinary unitary representation [3.3]:

U : a 7→ Ua

Ua+a′ = UaUa′ (3.22)

T = (R3,+) being a commutative group, any of its continuous unitary rep-
resentations on H derives from a PV measure acting on the group of its
characters a 7→ eik·a,k ∈ R3. This is the content of the following theorem
[2.4].

STONES THEOREM. For any continuous unitary representation U of (R3,+)
there is a unique PV measure FU : B(R3) → L(H) such that for all a ∈ R3

one has

Ua =

∫
R3

e−ia·kdFU(k) (3.23)

Let F i
U be the ith components of FU (i = 1, 2, 3), then the induced self-adjoint

operators are

Ki =

∫
R
kdF i

U(k) (3.24)

This allows one to rewrite Ua in the form

Ua = e−ia·K (3.25)
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for a unique triple K = (K1, K2, K3) of mutually commuting self-adjoint
operators.

In a similar way the unitary representation V of the boost group V can be
expressed by virtue of Stones theorem in terms of a PV measure EV , or
equivalently, in terms of a triple of self-adjoint operators X = (X1, X2, X3),

Xi =

∫
R
xdEi

V (x) (3.26)

such that
VV = eiv·X (3.27)

In mathematical terms, the covariance of E and F under translations and
boosts, respectively, is expressed by saying that the pairs (U,E), (V, F ) are
transitive systems of imprimitivity with respect to the groups T and V .

?Taking into account the boost invariance of the localization observable, it
follows that the (vector) operators Q and 1

m
X coincide; similarly, the trans-

lation invariance of momentum entails that P can be identified with K:

Q =
1

m
X , P = K (3.28)

So far we have considered observables as specified at a given instant of time.
To compare localization properties (observables) at different times one has
to consider in addition the behavior of the relevant PV measures under time
translations. Invoking again Stones theorem yields a self-adjoint operator H,
called the Hamiltonian, generating the representation of the time translation
group Z = (R,+):

U : t 7→ Tt = e−itH (3.29)

For a free elementary system, H is a function of P2 and is found to be [3.3]

H =
1

2m
P2 (3.30)

Then it follows that the operators Et(X) = e−itHE(X)eitH constitute co-
variant sharp localization observables associated with each instant of time,
giving rise to self-adjoint (vector) operators Qt. As a consequence, the ve-
locity operator Q̇ := i[H,Q] = i(HQ−QH) turns out to be proportional to
momentum:

P = mQ̇ (3.31)
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The remaining requirements from Equations (1.3.20) and (1.3.21), the covari-
ance under rotations, ensure the (Euclidean) vector nature of the position and
momentum observables Q and P. To summarize, the boost and translation
generators are found to be the unique solutions of the covariance conditions in
terms of PV measures, uniqueness being up to unitary equivalence. They are
thus identified as the sharp position and momentum observables of a Galilei
invariant object. In the literature it is sometimes argued that position and
momentum observables (as PV measures) are uniquely given already by the
Euclidean covariance of the localization observable. This conclusion rests,
however, on defining the momentum observable as the translation generator.
In the present approach momentum is taken as a fundamental observable
whose characteristic property is the boost covariance.

It is instructive to spell out the meaning of the covariance conditions (1.3.20)
and (1.3.21) in relation to the notions of equivalence and identity of observ-
ables. As just pointed out, in a given representation of the Galilei group
the systems of covariance (U, T ), (V,V) are unique modulo unitary equiva-
lence. The covariance E(X + a) = UaE(X)U−1

a can be rephrased by stating
that the family of projections Ẽ(X) := U−1

a E(X + aa)Ua constitutes a local-
ization observable that is identical to E. Further identifications among the
unitarily equivalent translation covariant POV measures are then obtained,
e.g., by exploiting rotation covariance. Indeed the observable E ′ given by
E ′(X) := W−1

R E(RX)WR is again translation covariant and is identified
with E by invoking the rotation covariance of localization observables. On
the other hand, unitarily equivalent pairs of localization observables at dif-
ferent times cannot be identified. This shows to what far-reaching extent the
group structure determines properties of the observables.

The translation covariance condition of (1.3.20) can also be written in terms
of the operators Q1, Q2, Q3 and [in view of (1.3.25), (1.3.28)] P1, P2, P3:

UaQiU
−1
a = Qi − aiI (3.32)

for all i = 1, 2, 3. Taking a formal derivation with respect to the parameter a
at the point a = O, this yields the canonical commutation relations between
the position and momentum components Qi and Pi (to hold on a dense
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domain):

QkPk − PkQk = iI

QkPl − PlQk = O (k 6= l) (3.33)

which is summarized by saying that position and momentum are a canonically
conjugate pair of observables. Any two self-adjoint operators Q,P satisfying
the relation QP −PQ = iI (on a dense domain) are also called a Heisenberg
pair.

In addition to yielding the canonical commutation relations (1.3.33), the co-
variance condition (1.3.20) implies that the position-momentum pair (E,F ),
or (Q,P) is essentially unique. The only irreducible pair (E,F ) refers to
the case of a spin−0 object, whereas the other possible solutions of (1.3.20)
arise from the spin−s cases. In all of them the spectrum of the position
observable has homogeneous degeneracy with multiplicity 2s + 1 [2.6]. We
shall sketch here only the solution for the spinless case, which is sufficient for
our purposes.

The Schrodinger representation of the position and momentum observables
of a spinless elementary system is given by means of the familiar operators
in the Hilbert space L2(R3) of square integrable complex valued functions on
R3. For any a a ∈ T define (US,a(x) := ϕ(x−a). This constitutes a strongly
continuous unitary representation of the translation group T in L2(R3) [2.6].
Applying Stones theorem we have US,a = exp(−ia ·PS), with

(PSϕ)(x) = i lim
a→0

[
1

a
(US,aϕ− ϕ)(x)

]
, x ∈ R3 (3.34)

and one obtains
PS = −i∇ (3.35)

Furthermore the mapping X 7→ ES(X) with

ES(X)ϕ = χX · ϕ (3.36)

(where χX denotes the characteristic function of the set X) is a PV measure
on B(R3) with the appropriate translation covariance, so that (US, ES) con-
stitutes a system of covariance with respect to the configuration space. More-
over, the pair (US, ES) is irreducible (that is, the only operators commuting
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with all US,a, and ES(X) are multiples of the identity I) and is therefore
unique (modulo unitary equivalence) [2.6]. The self-adjoint operators QS,k

associated with Ek
S are simply the multiplication operators

(QS,kϕ)(x) = xkϕ(x) (3.37)

Taken together with PS they are easily seen to satisfy the canonical commu-
tation relations (1.3.33).

Any two (complex, separable infinite-dimensional) Hilbert spaces are unitar-
ily equivalent, that is, isometrically isomorphic. Let W : L2(R3) → H be a
unitary mapping. With the definition Ũs = WUS,aW−1 one obtains a repre-
sentation of T on H. Moreover Z 7→ Ẽ(X) = WES(X)W−1 is a translation
covariant projection valued measure B(R3) → L(H), so that we have con-
structed an irreducible system of covariance (fl, for the translation group T ,
based on B(R3) and acting on H. The question then is, what is its relation
to the pair (U,E) considered above. As already noted if (U,E) is irreducible,
then it is unitarily equivalent to the Schrodinger pair (US, ES), that is, (U,E)
is of the type (Ũ , Ẽ), [2.6]. For a spinless object, the position-momentum
pair (Q,P) is irreducible.

The Schrodinger representation of position and momentum can be used to
derive the unitary equivalence of Q and P, or the corresponding PV measures
E and F . This equivalence is expressed by means of the Fourier-Plancherel
transformation

UF : L2(R3, dq)→ L2(R3, dp)

(UFϕ)(p) = (2π)−3/2

∫
R3

e−iq·pϕ(q)dq (3.38)

The components QS,k and PS,k are thus related as follows:

PS,k = U−1
F QS,kUF (3.39)

This relation is responsible for the fundamental coupling properties of po-
sition and momentum: their support property (complementarity), disper-
sion property (the uncertainty relations), and their total noncommutativ-
ity [see Section 4). The covariance condition (1.3.20) implies not only the
canonical commutation relations (1.3.33) but in fact somewhat more. If
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p 7→ Vp := exp(ip ·Q) is the unitary representation of (R3,+) on H given
by E, then one may confirm that the covariance condition is equivalent to

UqVp = e−iq·pVpUq (3.40)

This is the Weyl form of the commutation relations between position and
momentum. A pair (Q,P) satisfying (1.3.40) is called a Weyl pair. Hence
any Weyl pair giving rise to an irreducible realization of (1.3.20) is unitarily
equivalent to a Schrodinger pair (QS,PS).

3.2.3 Unsharp position and momentum.

Position and momentum observables are characterized by their Galilei co-
variance properties. But these do not single out the PV measures E and F
constructed in the preceding subsection as the only solutions. In addition to
the sharp observables E and F there are covariant POV measures represent-
ing unsharp position and momentum observables.

The general solution of the set of covariance conditions (1.3.20) and (1.3.21)
is not known. The commutative solutions can be completely characterized.
Using the representation (1.2.29) of commutative POV measures, one can
show [3.7,3.8] that the only solutions of (1.3.20), (1.3.21) are the convolu-
tions Eµ and F ν of E and F with some confidence measures µ and ν on
B(R3), where, for example,

Eµ(X) := (µ ∗ E)(X) =

∫
E(X + q)dµ(q) (3.41)

The boost invariance of Eµ and translation invariance of F ν are trivially
satisfied while the rotation covariance requires that the confidence measures
are rotation invariant. If µ and ν are Dirac measures concentrated at the
origin then Eµ and F ν are the original sharp observables. It will suffice for our
purposes to consider the case of absolutely continuous measures associated
with the probability densities e, f ∈ L1(R3), so that, for instance, µ(X) =∫
X
e(x)dx. We shall assume e, f to be bounded functions, which will ensure

that the subsequent operator-valued integrals are Well-defined. We denote
the convolution of functions f , h as follows:

(h ∗ f)(q) =

∫
h(q′)f(q− q′)dq′ (3.42)
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Then the measures Eµ and F ν obtain the form

X 7→ Eµ(X) ≡
∫
R3

e(q)E(X + q)dq = (χX ∗ e)(Q)

Y 7→ F ν(Y ) ≡
∫
R3

f(p)F (Y + p)dp = (χY ∗ f)(P) (3.43)

Accordingly, the effects Ee(X), F f (Y ) can be viewed as resulting from aver-
aging over the families of projections E(X+q), F (Y +p) with weights e(q),
f(p), respectively.

If the coincidence distributions e, f have vanishing first and finite second
moments, then ∫

R3

qdEe(q) =

∫
R3

qdE(q) = Q∫
R3

pdF f (p) =

∫
R3

pdF (p) = P (3.44)

and

V ar(Ee
i , ϕ) = V ar(Ei, ϕ) + V ar(ei)

V ar(F f
i , ϕ) = V ar(Fi, ϕ) + V ar(fi) (3.45)

for each component i = 1, 2, 3. Here, e.g., V ar(Ee
i , ϕ) denotes the variance

of the?probability measure p
Eei
ϕ .

In this way the covariant unsharp localization observables are seen to arise
as smeared versions of the corresponding sharp observables, via convolutions
with some confidence distributions e, f . Choosing sufficiently large but finite
intervals X, Y , one can ensure that the effects Ee(X) and F f (Y ) are unsharp
properties. Therefore Ee and F f are indeed unsharp observables.

3.2.4 Phase space observables.

Localization on phase space Γ = R3 × R3 is to be represented by a POV
measure G that is characterized via phase space translation and rotation
covariance. The phase space Γ can be identified with the space of world lines
T ×V as a homogeneous space of the isochronous Galilei group with respect
to the action:

αg = α(0,a,v,R) : (x,u) 7→ (Rx + a, Ru + v) (3.46)
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With respect to a given irreducible representation we shall denote both the
phase space variables and the shift parameters as (q,p) [where p = mv]. The
projective representation associated with the phase space translation group
can be given as the Heisenberg-Weyl algebra,

Wqp = exp(−iq ·P + ip ·Q) = e
i
2
q·pUqVp (q,p) ∈ Γ (3.47)

satisfying

WqpWq′p′ = exp

(
i

2
(p · q′ − q · p′)

)
Wq+q′,p+p′ (3.48)

The translation covariance of a phase space POV measure G reads

WqpG(Z)W−1
qp = G(Z + (q,p)) (3.49)

whereas its rotation covariance is given as

WRG(Z)W−1
R = G(RZ) (3.50)

for any Z ∈ B(Γ). Here RZ := {(Rq, Rp)|(q,p) ∈ Z}.

It is easily seen that there cannot exist any phase space POV measure such
that its rnarginals were the sharp position and momentum observables. In
fact if G were such, then for any pair of bounded sets X and Y one would
have

G(X × Y ) ≤ EQ(X) ∧ FP(Y ) = O (3.51)

which is a contradiction; for the crucial equality, see Section 4.

Instead of looking for the general solution of the covariance conditions (1.3.49),
(1.3.50), we shall only study phase space POV measures having a positive
bounded operator valued density (q,p) 7→ Sqp which is continuous. Then G
takes the form

Z 7→ G(Z) := (2π)−3

∫
Z

Sqpdqdp (3.52)

The translation covariance (1.3.49) gives

Sqp = WqpS0W
−1
qp (q,p) ∈ Γ (3.53)

whereas the rotation covariance (1.3.50) of G implies that

S0 = WRS0W
−1
R (3.54)
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The requirement of the positivity of the operator G(Z) is equivalent to that
of S0. Together with the normalization condition

G(Γ) = (2π)−3

∫
Γ

Sqpdqdp = I (3.55)

this implies that S0 must be a positive trace class operator of trace one [3.8].
The normalization is then readily verified; the following computation will at
once yield also the marginal observables. Let ϕ be any unit vector and denote
the matrix elements of an operator B in the configuration representation as
B(q′,q′′),

Bϕ(q′) =

∫
B(q′,q′′)ϕ(q′′)dq′′ (3.56)

Then one obtains:〈
ϕ
∣∣G(X × R3)ϕ

〉
= (2π)−3

∫
X

dq

∫
R3

dp 〈ϕ |Sqpϕ〉

= (2π)−3

∫
X

dq

∫
R3

dp

∫
R3

dq′
∫
R3

dq′′ϕ(q′′ + q))ϕ(q′′ + q)) (3.57)

· S0(q′,q′′)exp(ip · (q′ − q′′))

=

∫
X

dq

∫
R3

dq′|ϕ(q′ + q))|2S0(q′,q′) = 〈ϕ |χx ∗ e(Q)ϕ〉

In the third line we have used the representation δ(x) = (2π)−3
∫
R3 exp(ip ·

(xdp for the Dirac distribution, While the fourth line is obtained with the
identification e(q) ≡ S0(q,q). A similar computation yields the second
marginal observable, so that we have the following:

G(X × R3) = Ee(X)

G(R3 × Y ) = F f (Y ) (3.58)

where

e(q) = S0(q,q)

p(p) = Ŝ0(p,p) (3.59)

Here Ŝ0(p′,p′′) denotes a matrix element of S0 in the momentum represen-
tation. We shall from now on assume that the system S has only one spatial
degree of freedom so that Γ = R2. To emphasize the dependence of the phase
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space observable G on S0 we denote G = GSO .

According to Equations (1.3.58) the marginal observables of GSO are unsharp
position and momentum observables, respectively. We may thus conclude
that any pair of unsharp position and momentum observables, with confi-
dence functions e and f deriving from one and the same S0 ∈ S(H) as in
(1.3.59) are coexistent. Conversely, this condition on e, f is also necessary
for Ee, F f to possess a continuous phase space observable as their joint ob-
servable [3.8, 3.9]. Pairs Ee, F f with confidence functions (e, f) of the form
(1.3.59) are called Fourier couples. Evidently such e, f obey the uncertainty
relation

V ar(e)V ar(f) ≥ 1

4
(3.60)

which can be directly seen from the following connections with the variances
for state operators:

V ar(e) = V ar(Q,S0)

V ar(f) = V ar(P, S0) (3.61)

Thus the uncertainty relation for the coincidence functions is a necessary
condition for unsharp position and momentum observables to be jointly mea-
surable. We summarize this discussion into the following theorem [3.8].

THEOREM. A pair Ee, F f of unsharp position and momentum observables
are jointly measurable by means of a continuous phase space observable if
they are a Fourier couple. In this case the variances of e, f satisfy the un-
certainty relation.

It is not known whether Ee, F f must be a Fourier couple in order to be
coexistent. We can now see how the uncertainty relations for position and
momentum arise in the statistics of a phase space measurement:

V ar(Ee, T )V ar(F f , T ) = V ar(Q, T )V ar(P, T ) + V ar(e)V ar(f)

+ V ar(Q, T )V ar(f) + V ar(P, T )V ar(e) (3.62)

The first two contributions on the right-hand side satisfy an uncertainty
relation of their own, V ar(Q, T )V ar(P, T ) ≥ frac14 and V ar(e)V ar(f) ≥
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frac14. The remaining two terms must be estimated jointly:

V ar(Q, T )V ar(f) + V ar(P, T )V ar(e) ≥ 1

4

[
V ar(Q, T )

V ar(e)
+

V ar(e)

V ar(Q, T )

]
≥ 1

2
(3.63)

Taken together, this yields

V ar(Ee, T )V ar(F f , T ) ≥ 1 (3.64)

Hence the statistical scatter relations for joint position-momentum measure-
ments are more restrictive than the corresponding relations for independent
measurements of sharp position and momentum. The latter part accounts for
the limitations of preparing states with too Well-denned position and momen-
tum values. According to Equation (1.3.62) there are further contributions
reflecting the irreducible measuring inaccuracy as well as the unavoidable
mutual influence of the position and momentum measurements when these
are carried out ’simultaneously’. The measurement model of Section 5 will
substantiate this interpretation.

Having thus established the conceptual tools for the consideration of phase
space measurements, it is interesting to observe that one can construct phase
space representations of the Hilbert space. In other words there do ex-
ist representations of the vector states as probability amplitudes on phase
space. This offers also a convenient way to realize a Neumark dilation of
the phase space observable (1.3.52), which we sketch for the two dimensional
case Γ = R2 and for an observable Gξ; generated by a unit vector ξ. We
denote ξqp = Wqpf , and we introduce the Hilbert space H̃ := L2(T,m), with
dm(q, p) = dqdp/2π. The mapping

Wξ : H → H̃ , φ 7→ φξ , φξ(q, p) := 〈ξqp |φ〉H (3.65)

is a linear isometry. In fact, by (1.3.55)

〈ψξ |φξ〉H̃ =

∫
Γ

〈ψ | ξqp〉H 〈ξqp |φ〉H dm(q, p)

= 〈ψ |Gξ(Γ)φ〉H = 〈ψ |φ〉H (3.66)

The mapping Wξ is onto a closed subspace of H̃, Wξ(H) ≡ H̃ξ. That H̃ξ is
not all of H̃ is clear from the outset since the unit vectors of H̃ξ (which is
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isomorphic to the Hilbert spaceH) must obey the uncertainty relation, which
is not generally satisfied for the distributions (q, p) 7→ |φ(q, p)|2 induced by
the states φ of H̃. The projection Pξ = WξW

∗
ξ , from H̃ onto H̃ξ can be

written as follows:

Pξ = WξW
∗
ξ =

∫
Γ

∣∣∣ξ̃qp〉〈ξ̃qp∣∣∣ dm(q, p) (3.67)

Here ξ̃qp = Wξξqp, and these are unit vectors in H̃. The phase space observ-
able Gξ can be represented on H̃ξ as follows

Z 7→ G̃ξ(Z) = WξGξ(Z)E∗ξ =

∫
Z

∣∣∣ξ̃qp〉〈ξ̃qp∣∣∣ dm(q, p) (3.68)

This observable is just the Neumark projection of the canonical PV measure
on B(Γ),

E : B(Γ)→ L(H̃) , Z 7→ E(Z)

E(Z)φ(q, p) = χZ(q, p)φ(q, p) (3.69)

Indeed, the projection of E onto H̃ξ is

PξE(Z)Pξ =

∫
Γ

dm(q, p)

∫
Γ

dm(q′, p′)
∣∣∣ξ̃qp〉〈ξ̃qp ∣∣∣E(Z)ξ̃q′p′

〉〈
ξ̃q′p′

∣∣∣
=

∫
Z

dm(q, p)

∫
Γ

dm(q′, p′)
∣∣∣ξ̃qp〉〈ξ̃qp ∣∣∣ ξ̃q′p′〉〈ξ̃q′p′∣∣∣ (3.70)

= G̃ξ(Z)Pξ

The spaces H̃ξ are precisely those subspaces of ’lil which host an irreducible
representation of the Galilei group [1.14,1.15]. Conversely, all such repre-
sentations are associated with some phase space observable Gξ having an
operator density. This explains why this type of phase space observables are
appropriate for the description of elementary systems.

3.3 Angular momentum and angle

3.3.1 Covariance properties.

According to the considerations of Section 1, any irreducible system of co-
variance (U,E) of the space translation group is unitarily equivalent to the
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one realized by the Schrodinger representation of position and momentum
corresponding to spin−0 elementary systems. There are further localization
systems of covariance, which can be exhaustively classified according to the
possible higher spin values. These are given as Euclidean systems of covari-
ance (W,E), where W is a unitary projective representation of the Euclidean
group E = T ×′ R, the semi-direct product of the translation and rotation
groups:

Wa,RE(Z)W−1
a,R = E(R(Z + a)) (3.71)

for all Z ∈ B(R3), (a, R) ∈ E . For a given spin value s the system (W,E)
acts on the Hilbert space H = L2(R3) ⊗ Hs. In this subrepresentation of
(1.3.6) the operators Wa,R act as follows:

(Wa,Rψ)(x) = (Ds(R)ψ)(R−1(x− a)) (3.72)

From this formula it is straightforward to determine the Cartesian generators
of the translations and rotations. The former are summarized as PS⊗IC2s+1 ,
while the latter are of the form

J = L⊗ IC2s+1 + IL2(R3) ⊗ s ≡ L + s (3.73)

L and s are the vectors of orbital and spin angular momentum, respectively.
One obtains L = Q × P and both, the components of L and s, satisfy the
commutation relations characteristic of angular momentum J:

[Jj, Jk] = iεjklJl (3.74)

The spectra of the Lj are Z, the set of integers, while those of the sj consist
of the 2s+ 1 eigenvalues −s,−s+ 1, ......., s. This entails that the spectra of
the Jj are either Z (integer spin) or Z+ 1

2
(half-integer spin).

We proceed now to characterize the angular momentum as a covariant phys-
ical quantity. The usual classical picture is that of a (pseudo-) vectorial
entity J describing the state of motion with regard to a fixed reference point.
This suggests to postulate the following behavior under the action of the
translation, boost, and rotation groups:

UaJU
−1
a = J− a×P

VvJV −1
v = J−mQ× v (3.75)

WRJW−1
R = R−1J
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This system is equivalent to the set of commutation relations

[J ′k, Pl] = iεklnPn

[J ′k, Ql] = iεklnQn (3.76)

[J ′k, J
′
l ] = iεklnJ

′
n

With respect to the free particle Hamiltonian (1.3.30) one has in addition
the invariance under time translations:

UbJ
′U−1
b = J′ , [J′, H] = 0 (3.77)

It is well known that the rotation generators themselves satisfy these covari-
ance and commutation relations; that is, putting J′ = J yields a solution to
the systems (1.3.75). Other solutions J′ differ from this one only in the spin
part. Indeed the operator ∆J := J′ − J satisfies [∆Jk, Pl) = [∆Jk, Ql] = O
and is thus of the form IL2(R3)⊗A. Hence J′ = L⊗I+I⊗ (s+A). From the
remaining commutation relations it follows that [Ak, sl] = iεklnAn which fixes
A) to be of the form A) = (f(s1), f(s2), f(s3)) with f being an antisymmet-
ric function on the spectra of the sk. In addition the operator A·A commutes
with all sk and is therefore a multiple of the unit operator. A possible solution
is Ak = f(sk) = csk, c ∈ R, showing that covariance alone is not sufficient to
fix the relative scales between orbital angular momentum and spin. Exploit-
ing the full rotation covariance of A, Ds(R)ADs(R)−1 = R−1A, R ∈ R, one
can prove that f(x) = cx is indeed the only (differentiable) solution [3.3].

The relations (1.3.75) describe the transformation properties of angular mo-
mentum just like in classical mechanics. However, in quantum mechanics one
is facing the situation that a set of noncommuting operators must be taken
for representing one single vectorial physical quantity. In addition it should
be noted that (1.3.75) is not based on a proper homogeneous space of the
isochronous Galilei group. In order to circumvent these obstacles at a physi-
cally appealing characterization of angular momentum, one has to introduce
appropriate POV measures. The appearance of Q, P in (1.3.75) makes it
evident that the relevant homogeneous space Ω should take into account the
phase space variables. We define

Ω := {(q,p,q× p,n)|(q,p) ∈ Γ,n ∈ R3,n · n = 1} = Ω)0× S2 (3.78)

where S2 = {n ∈ R3|n · n = 1}. The sphere S2 is included in Ω in order to
reflect the possible presence of an internal degree of freedom compatible with
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the covariant action of the isochronous Galilei group G0. The idea is that a
system may carry with itself a rotation covariant property that is independent
of its location and state of motion. Adopting the action (1.3.46) on Γ, we
get

α(0,a,v,R) : ω = (q,p,q× p,n) 7→
ω′ = (Rq + a, Rp +mv, (Rq + a)× (Rp +mv), Rn) (3.79)

Angular momentum should now be represented by means of a POV measureM
on Ω with the covariance

UgM(Z)U−1
g = M(αg(Z)) (3.80)

for some suitable σ−algebra B0(Ω) of subsets of Ω. Ug is obtained from the
representation (1.3.6) by putting b = 0. Angular momentum being a function
on phase space, this POV measure should reflect the information provided
by that observable and not more. This will be achieved by taking into ac-
count the characteristic symmetries of angular momentum in the definition
of B0(Ω). We introduce the projection Π0 of Ω onto the space of angular
momentum values,

Π0 : Ω→ R3 × S2 , ω 7→ (q× p,n) (3.81)

If B(R3 × S2) is the σ−algebra generated by the Cartesian product of the
Borel algebras B(R3) and B(S2), the relevant algebra is

B0(Ω) := {Π−1
0 (Z)|Z ∈ B(R3 × S2)} ≡ B0(Ω)× B(S2) (3.82)

In the following subsections we shall construct a class of such unsharp angular
momentum observables, which are generated by the mappings

Z1 × Z2 7→M(Z1 × Z2) = M0(Z1)⊗M0(Z2) (3.83)

Here Z1 ∈ B0(Ω0), Z2 ∈ B(S2), and Z1 7→ M0(Z1), Z2 7→ Ms(Z2) are
covariant POV measures acting on the Hilbert spaces L2(R3) and C2s+1,
respectively.

3.3.2 Orbital angular momentum.

Constructing the orbital part M0 of an angular momentum POV measure
amounts to discussing the spinless case. We shall adopt the definitions of
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Π0, B0(Ω) of the preceding subsection, but with the understanding that the
variable n is suppressed throughout. We define a map Λ from Γ onto Ω0,

Λ : (q,p) 7→ Λ(q,p) := (q,p,q× p) (3.84)

This map represents the fact that angular momentum is a function on phase
space. Thus for a POV measure M0 to satisfy the covariance (1.3.80) under
the action (1.3.79), it is sufficient that M0 reflects the covariance character-
istic of a phase space observable. The corresponding solutions of (1.3.80) are
of the form

Z 7→M0(Z) := G(Λ−1(Z)) Z ∈ B0(Ω0) (3.85)

Where G is any phase space observable. It may be noted that the covari-
ance holds even for all Z ∈ B(Ω).The projection Π0 restricts this measure to
B0(Ω0) and hence to its marginal corresponding to the angular momentum.
In order to explicate the relation of M0 with the covariant set of noncommut-
ing operators L, we determine the first moment of the measure M0. Using
the covariance properties of M0, one can show that the self-adjoint operators
L′k :=

∫
Ω0

(q×p)kdM0 satisfy the commutations relations (1.3.6). Hence one
has ∫

Ω0

(q× p)kdM0 = L = Q×P (3.86)

We thus recover the self-adjoint generator of rotations for the spin-zero rep-
resentation.

Besides satisfying (1.3.75), the angular momentum operators possess some
additional invariance properties: they are left unchanged both by rotations
in phase space and by scale transformations. Let us introduce the unitary
groups

UΓ
γ := eiγ

1
2

(P2+Q2) , γ ∈ [0, 2π) (3.87)

U s
τ := eiτ(Q·P+P·Q) , τ ∈ R (3.88)

The actions of these groups on Q and P are

UΓ
γ Q(UΓ

γ )−1 = cos γQ + sin γP

UΓ
γ P(UΓ

γ )−1 = − sin γQ + cos γP (3.89)

and
U s
τQ(U s

τ )−1 = eτQ , U s
τP(U s

τ )−1 = e−τP (3.90)
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It is also straightforward to confirm the invariance relations for L:

UΓ
γ L(UΓ

γ )−1 = L (3.91)

U s
τL(U s

τ )−1 = L (3.92)

From (1.3.89), (1.3.90) one may infer the actions αΓ
γ and αsτ on Ω0:

αΓ
γ : (q,p,q× p) 7→ (cos γq + sin γp,− sin γq + cos γp,q× p) (3.93)

αsτ : (q,p,q× p) 7→ (eτq, e−τp,q× p) (3.94)

The phase space variables are not themselves invariant under the rotations
αΓ
γ and scale transformations αsτ . (Here and in the sequel we use the same

notations for the actions on phase space Γ and on Ω0.) But the subsets of
Ω0 collected in B0(Ω0) obviously do possess these invariances: αΓ

γ (Π−1
o (Z)) =

Π−1
0 (Z) and αsτ (Π

−1
o (Z)) = Π−1

0 (Z) for Z ∈ B(Ω0). We may ask whether the
POV measure M0 from (1.3.85)?displays the invariances (1.3.91), (1.3.92) of
L, that is, whether for Z ∈ B0(Ω0),

UΓ
γM0(Z)(UΓ

γ )−1 = M0(Z) (3.95)

U s
τM0(Z)(U s

τ )−1 = M0(Z) (3.96)

One can easily verify that the covariance properties (1.3.49), (1.3.50) of the
phase space POV measure G are preserved if the actions αsτ , α

Γ
γ are combined

with the application of the unitary transformations; this is to say that the
following POV measures are again phase space observables:

Z 7→ Gs
τ (Z) := U s

τG(αsτ (Z))(U s
τ )−1 (3.97)

Z 7→ GΓ
γ (Z) := UΓ

γG(αΓ
γ (Z))(UΓ

γ )−1 (3.98)

Thus the operations of scaling and rotating in phase space do not alter the
character of being a phase space POV measure; but in general one ends
up with a modified observable as, for instance, scaling alters the intrinsic
measuring inaccuracies of the marginal position and momentum observables.
This is no longer true for the marginal angular momentum. In that case
one may use the fact that the sets in B0(Ω0) are invariant under the actions
(1.3.93), (1.3.94) to simplify the above?expressions for Gs

τ , G
Γ
γ or the ensuing

analogous entities M s
0,τ , M

Γ
0,γ.
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With these considerations we have not yet determined whether there exist
angular momentum POV measures that are invariant under the two types
of transformations. This question may be tackled to some degree if the
underlying phase space POV measure is assumed to be of the form G = GS0

with some positive trace-one operator S0. Indeed if the operator S0 is any
one of the (harmonic oscillator) eigenstates of the generator of (1.3.87), or a
mixture of them, then it commutes with all UΓ

γ and consequently,

MΓ
0,γ = M0(Z) (3.99)

We shall henceforth restrict our considerations to that case. On the other
hand there is no scale-invariant state so that a similar result cannot be ob-
tained for the scale transformation.

The above symmetry considerations provide information on the structure of
the marginal POV measures of M0 associated with the Cartesian components
Lk of (1.3.86). Let Π3 : Ω0 → R to be the coordinate projection onto the third
component of the angular momentum variable, that is, Π3(ω) = (q × p)3.
We then get the following real POV measure:

X 7→M
(3)
0 (X) := M0(Π−1

3 (X)) = GS0 ({(q,p)|(q× p)3 ∈ X}) (3.100)

Note that the sets Π−1
3 (X) are in B0(Ω0) as they can be written as Λ−1(ZX)

with ZX = {(q,p)|(q× p)3 ∈ X}. This ensures that the definition (1.3.100)
is meaningful. Exploiting the symmetries of this POV measure, we show that
all effects M

(3)
0 (X) are smearings of L3.

The quantity (q × p)3, and therefore the set Π−1
3 (X), is invariant under

rotations about the axis given by the unit vector e3, as well as under transla-
tions and boost in that direction. Consequently M

(3)
0 (X) commutes with the

generating operators L3, P3, and Q3. Due to the irreducibility of the sub-
representation of phase space translations for one degree of freedom (q3), the

effect M
(3)
0 (X) acts on L2(R3) ' L2(R2, dq1dq2)⊗ L2(R, dq3) as an operator

of the form FX ⊗ IL2(R,dq3). According to the above analysis of the rotations

in phase space, the property (1.3.99) ensures that M
(3)
0 commutes not only

with L3 but also with the operator H12 := 1
2
(Q2

1 +Q2
2 + P 2

1 + P 2
2 ). Since the

operators L3, H12 form a complete set of commuting self-adjoint operators on
L2(R2, dq1dq2) ≡ L2(R+ × [0, 2π), ρdρdφ), it follows that M

(3)
0 (X) is a func-

tion of them, M
(3)
0 (X) = fX(L3, H12). It can be shown that this POV mea-

sure is not, in general, scale invariant. This means that the dependence on
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H12 cannot be eliminated. Nevertheless the POV measure (1.3.100) is com-

mutative and satisfies
∫
xdM

(3)
0 = L3; therefore it corresponds to a smeared

version of the sharp angular momentum observable. In this way the POV
measure (1.3.85) is found to be a joint observable for arbitrary components
Ln = n ·L of the orbital angular momentum. Moreover it is remarkable that
in the covariance approach pursued here angular momentum emerges as a
function on phase space, or more precisely, as a function of some phase space
observable, quite in analogy to the corresponding classical quantity.

3.3.3 Spin

a) Covariant spin. In order to complete the construction of the POV
measure?(1.3.81), we now proceed to define a POV measure Ms acting
on Hs and rotation covariant on S2. The sphere S2 can be identified in
a canonical way as a quotient space R/H of R/ = O(3) with respect to
some subgroup H = Rn0 of rotations that leave a given point n0 fixed,
Rn0 = n0.

?The action αg of G0 on S2 deriving from (1.3.79) is αg : n→ Rn. For
any n ∈ S2, let Tn = P [ψn] be the eigenprojection of sn associated
with its greatest eigenvalue s. The covariance reads then

Ds(R)TnD
s(R)−1 = TR−1n (3.101)

Introducing the rotation invariant measure dµ = 2s+1
4π

dσ, where dσ =
sin θdϕdθ, on S2 one obtains a rotation covariant normalized POV mea-
sure on the spin Hilbert space:

Z 7→Ms(Z) =
2s+ 1

4π

∫
Z

Tndσ(n) , Z ∈ B(S2) (3.102)

The normalization is due to the fact that the vectors 1/in form an over-
complete family of Bloch coherent states.

In addition to the phase space observables, this is another concrete ex-
ample of a continuous system of covariance. It should be noted that
while a finite-dimensional Hilbert space admits only discrete sharp ob-
servables, it does host continuous unsharp observables.

To elucidate the relation between the unsharp observable (1.3.102) with
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the spin operators sn, let us consider sets Z ∈ B(S2) which are invariant
under rotations about the n−axis. Making use of polar coordinates,
(θ, ϕ), such sets can be represented as Z : X× [0, 2π), and the resulting
POV measure is

X 7→M (n)
s (X) =

2s+ 1

4π

∫
X

dθ sin θ

∫ 2π

0

Tn(θ,ϕ)dϕ (3.103)

Commuting with the maximal self-adjoint operator sn, the effectsM
(n)
s (X)

are functions of sn and constitute thus a smeared version of the sharp
spin observable associated with the direction n. Again we see that
the fully covariant POV measure (1.3.102) is a joint observable for the
rotation covariant family of unsharp spin observables (1.3.103). The
moment operators derived from these POV measures are the ordinary
spin operators:

s′ := (s+ 1)

∫
S2

nTndµ(n) = s (3.104)

To see this, one needs to recall that the operators s′k satisfy the com-
mutation relations [s′k, sl] = iεklns

′
n, (following from (1.3.76)]; these

relations are equivalent to the fact that s transforms as a vector un-
der rotations: Ds(R)s′Ds(R)−1 = Rs′, which is readily verified for s′

from (1.3.104) in view of (1.3.101). As shown in Section 3, this implies
s′ = cs. The constant c is found to be 1.

b) Sharp spin. We shall now review the conventional description of spin
observables. This will allow us to lay the grounds for the interpretation
of spin POV measures as unsharp spin observables to be applied in the
analysis of polarization measurements. We shall be mostly concerned
with spin−1/2 systems represented by the Hilbert space C2.

The spin component operators can be realized as sj = 1
2
σj, where σj

are the Pauli spin operators,

σj = σ∗j , σjσk = iεjklσl + δjkI (3.105)

Any operator A acting on C2 can be written as?

A = A(a, a) =
1

2
(aI + a · σ) , (a, a) ∈ C4 (3.106)
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where a · σ) = a1σ1 + a2σ2 + a3σ3. Self-adjoint operators are charac-
terized by the condition (a, a) ∈ R4, and positivity corresponds to the
requirement ‖a‖ ≤ a. In particular the state operators are of the form

T = Tn =
1

2
(I + n · σ) , n) ∈ R3 , ‖n‖ ≤ 1 (3.107)

One-dimensional projections are those Tn with ‖n‖ = 1. They repre-
sent vector states as Well as sharp properties of the spin system. The
normalized eigenvectors of Tn corresponding to the eigenvalues ±1 will
be denoted ϕ±n, or |±n〉, or simply ϕ± if clear from the context. The
spectral decomposition of any self-adjoint operator A(a, a), represented
by a = λn with a, λ ∈ R, n ∈ R3, ‖n‖ = 1, is given as follows:

A(a, λn) =
1

2
(aI + λn · σ) =

1

2
(a+ λ)Tn +

1

2
(a− λ)T−n (3.108)

In particular the spin observables are sn = A(0,n), with the spectral
projections Esn({±1/2}) = T±n. Their covariance under the rotation
group is expressed in (1.3.101), with Ds being now D1/2, for short W :

WRE
(n)
± W−1

R = E
(R−1n)
± (3.109)

c) Unsharp spin. The construction of unsharp spin observables is based
on the covariance condition (1.3.109). Thus having in mind a typical
spin measurement device, with two possible screen regions representing
the pointer and with a unit vector n ∈ R3 representing the orienta-
tion of the intended spin quantity, we shall define a family of smeared
spin−1/2 observables as POV measures F (n) on Ω = {−1,+1}, that
satisfy the covariance condition

WRF
(n)
± W−1

R = F
(R−1n)
± (3.110)

The effects F
(n)
± have spectral decomposition F

(n)
± = 1

2
(a±I+λ±m·σ) =

1
2
(a±+λ±)Tm + 1

2
(a±−λ±)T−m with m ∈ S2. That the eigenvalues are

in [0, 1] is ensured by the conditions |λ±| ≤ a± and a±+ |λ±| ≤ 1. One
may assume that the device has been calibrated so as to yield maximal
probability for F

(n)
+ in the state Tn. This implies that λ± ≥ 0 and

m = n. Moreover, the covariance condition entails that the parameters
a±, λ± are independent of the orientation n. Finally it is natural to
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assume that rotating a device measuring F
(n)
± by an angle of π yields a

device that operates exactly the same way but now for a reversed spin;
thus the spin observable associated with this rotated device should be
F

(n)
∓ :

F
(−n)
± = F

(n)
∓ (3.111)

Consequently a± = 1, λ+ = −λ− = λ, and

F
(n)
+ =

1

2
(I + λn · σ) , F

(n)
− =

1

2
(I − λn · σ) (3.112)

This is a POV measure obtained from the PV measure Esn by appli-
cation of a smearing map of the form (1.2.30), F

(n)
k =

∑
l=+,− λklTl,n,

k = +,− with the stochastic matrix

(λkl) =

(
1
2
(1 + λ) 1

2
(1− λ)

1
2
(1− λ) 1

2
(1 + λ)

)
(3.113)

We conclude that any family of spin observables satisfying the covari-
ance condition (1.3.110) and the natural requirement (1.3.111) con-
sists of smeared versions of sharp spin observables, the smearing being
characterized by the parameter λ. Furthermore the eigenvalues satisfy
0 ≤ 1

2
(1− λ) < 1

2
< 1

2
(1 + λ) ≤ 1 whenever 0 < λ ≤ 1. Hence the POV

measures ±1 7→ F
(n)
± allow for an interpretation as unsharp observ-

ables. The larger eigenvalue 1
2
(1 + λ) = 1 − ε represents the maximal

degree of reality of the unsharp spin property F
(n)
+ , while ε ∈ [0, 1

2
) is

an unsharpness parameter. The sharp spin observables are recovered
by putting λ = 1, or ε = 0.

3.3.4 Angle observables.

The parameter set Ω = [0, 2π) of azimuthal angles about a fixed axis e3, say,
admits a natural transitive action of the corresponding subgroup of rotations
Rφ, namely, αRφ(φ′) = φ′ + φ, the addition being modulo 2π. Any POV
measure A on B(0, 2π) representing an angle, or phase, observable must
therefore satisfy the covariance condition

e−iJ3φA(X)eiJ3φ = A(X + φ) X ∈ B(0, 2π) (3.114)

An observable of this kind accounts for the (azimuthal) angular orientation of
some vectorial physical quantity. The covariance properties of that quantity
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give rise to further specifications of the associated angle observable. We shall
construct several?examples. For the sake of simplicity we consider the orbital
(J3 = L3) and spin (J3 = s3) cases separately.

a) Localization angle. Besides the decomposition into Cartesian com-
ponents, any?vector quantity can be represented equally Well with re-
spect to polar coordinates (r, θ, φ). If applied to the position observable
Q, or E = EQ (or to any of its smeared versions) one gets a PV (or
POV) measure AQ associated with the azimuthal angle φ. Indeed let
us take (Borel) sets ZX , for X ∈ B(0, 2π), of the form

Zx =

{
q ∈ R3|q3 ∈ R,

q1√
q2

1 + q2
2

= cosφ,
q2√
q2

1 + q2
2

= sinφ, φ ∈ X

}
(3.115)

For intervals X this corresponds to partitioning the space into cylin-
drical slices with central axis along e3. It is evident that the ZX form
a family of sets that is covariant under rotations about the e3−axis,
Rφ, (ZX) = ZX + φ. This suffices to ensure that the PV measure

X 7→ AQ(X) := EQ(ZX) (3.116)

possesses the covariance (1.3.114). The operators AQ(X) act as multi-
plication operators (AQ(X)ψ)(r, θ, φ) = χX(φ)ψ(r, θ, φ) on the Hilbert
space

L2(R+ × [0, π]× [0, 2π), r2drdσ) ' L2(R+, r2dr)⊗ L2(S2, dσ) (3.117)

There is another instructive way of constructing this angular observ-
able. As is well known, the operator L3 can be represented as a differ-
ential operator on the function space L2([0, 2π), dφ),

(L3ψ)(φ) = −i ∂
∂φ
ψ(φ) (3.118)

The spectrum of L3 is the set of integers Z, and the eigenvectors |m〉
are given by the functions φ 7→ ψm(φ) = eI

′mφ, m ∈ Z, in L2(0, 2π).
These properties allow one to introduce an additive unitary group of
shift operators,

Uk : |m〉 7→ |m+ k〉 (3.119)
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The self-adjoint generator Φ of this group, Uk = eikΦ, can be directly
determined. Let us introduce the improper eigenvectors of Uk,

|φ〉 := (2π)−1

∞∑
m=−∞

e−imφ |m〉 , Uk |φ〉 = eikφ |φ〉 (3.120)

Then the following operator is indeed self-adjoint:

Φ :=

∫ 2π

0

φ |φ〉 〈φ| dφ =
∑
m 6=n

1

i(n−m)
|m〉 〈n|+ πI (3.121)

The associated spectral measure is

X 7→ EΦ(X) =

∫
X

|φ〉 〈φ| dφ = (2π)−1
∑
n,m

∫
X

ei(n−m)φdφ |m〉 〈n|

(3.122)
A direct application of the Weyl relation

eiL3φeikφ = eikφeikΦeiL3φ (3.123)

shows that the PV measure EΦ possesses the covariance (1.3.114). An-
gular momentum and angle are thus established as a pair of canonically
conjugate self-adjoint operators.

The measure (1.3.122) can be extended in an obvious way to a PV
measure acting on the Hilbert space (1.3.117), and this is precisely the
observable (1.3.117):

IL2(R+) ⊗ IL2(0,π) ⊗ EΦ(X) = AQ(X) (3.124)

The set of coordinates (θ, φ), which parametrizes the sphere S2, gives
rise to a fully rotation covariant PV measureOQ : B(S2)→ L(H) which
corresponds to directional localization, or the solid angle observable.
Indeed define for Y ∈ B(S2)

ZY = {q ∈ R3|q = (r, θ, φ), r ∈ R+, (θ, φ) ∈ Y } (3.125)

Then the POV measure

Y 7→ OQ(Y ) := EQ(ZY ) (3.126)
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has the claimed property. Again the projections OQ(Y ) act as multi-
plication operators on L2(S2, dσ).

Finally it may be noted that the radial variable r gives rise to a fully ro-
tation invariant PV measure on R+, with the characteristic covariance
behavior under scale transformations (cf. Section 3). We have thus
recovered the polar coordinate representation of the sharp localization
observable EQ.

b) Orientation of orbital angular momentum. Instead of position Q
one can consider the orientation of angular momentum L = QXP. In
contrast to the former, the components of L are mutually noncommut-
ing operators so that one cannot expect to find a commutative POV
measure associated with the azimuthal angle. Still it is possible to pro-
ceed analogously to the above construction. As pointed out in Section
3, the rotation covariant POV measure M0 (1.3.85) is a joint observ-
able for all components Ln. Hence we may introduce a polar coordinate
representation (r, θ, φ) for the angular momentum variable and define
for X ∈ B(0, 2π)

ZX = {(q,p,q×p)|q×p = (r, θ, φ), r ∈ R+, θ ∈ [0, π], φ ∈ X} (3.127)

Again we have of αRφ(ZX) = ZX+φ so that the following POV measure
is covariant in the sense of (1.3.114):

X 7→ AL(X(:= M0(ZX) (3.128)

c) Spin phase. The above considerations also suggest looking for an
angular-type variable that is conjugate to a given spin component,
the latter acting as a generator?of shifts of this angle. Such a quan-
tity can indeed be constructed as a POV measure acting on the spin
Hilbert space Hs. Let us consider a complete orthogonal system of
s3−eigenvectors |m〉. For the operators s± := s1± is2 we use the polar
decomposition:

s+ = C|s+| (3.129)

where |s+|2 = s−s+ and the partial isometry C is simply?

C =
s−1∑
m=−s

|m+ 1〉 〈m| (3.130)
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The initial and final projections of C are thus

C∗C = I − |+s〉 〈+s| , CC∗ = I − |−s〉 〈−s| (3.131)

which show that C is a contraction. Hence there is a unique POV
measure S (1.2.46) such that

Cn =

∫ 2π

0

einφdS(φ) (3.132)

for n = 0, 1, 2, .... We shall call S the spin phase. The commutation
relation [C, s3] = C implies

e−iφs3Ceiφs3 = e−iφC (3.133)

Due to the uniqueness of the POV measure S, the spin phase satisfies
the covariance condition

e−iφs3S(X)eiφs3 = S(X + φ) (3.134)

modulo 2π for arbitrary X ∈ B(0, 2π). This observable describes the
azimuthal orientation of the spin vector. Since it comprises the three
noncommuting spin operators, S is necessarily a noncommutative POV
measure.

Let H̃ := L2
(
[0, 2π), dφ

2π

)
and consider the following orthogonal system of

normalized vectorsψm ∈ H̃,φ 7→ ψm(φ) = e−imφ. The map

Ws : Hs → H̃ , ψ 7→
s∑

m=−s

〈m |ψ〉ψm (3.135)

is an isometry from Hs, onto the (2s + 1)−dimensional subspace H̃s :=
span[ψm|m = −s,−s+ 1, ....., s] of H̃. In H̃s the operator C is the Neumark
projection of the unitary operator

C0 =
∞∑

m=−∞

|ψm+1〉 〈ψm| (3.136)

on H̃. Since (C0(ψ)(φ) = e−iφψ(φ), the spectral measure of C0 is the canon-
ical one X 7→ E(X), with (E(X)ψ)(φ) = χX(φ)ψ(φ). Projecting E down to
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H̃ one gets the spin phase S. An explicit expression of S as a POV measure
in Hs is easily obtained:

S(X) =

∫
X

s∑
m,n=−s

ei(n−m)φ |m〉 〈n| dφ
2π

(3.137)

Introducing the family of (normalized) states

|φ〉 =
1√

2s+ 1

s∑
m=−s

eimφ |m〉 (3.138)

S can be written in the form

S(X) =
2s+ 1

2π

∫
X

|φ〉 〈φ| dφ (3.139)

It is important to note that S itself is no PV measure. The space H̃s consists
of finite linear combination of trigonometric functions. The idempotency
condition would demand that χXξ ∈ H̃s, whenever ξ ∈ H̃s. This is impossible
since such functions cannot be represented as finite linear combinations of
sine and cosine functions. For the same reasons the spin phase cannot be
localized since for any proper subset X of [0, 2π) (with S(X) 6= I) and all
ξ ∈ H̃s, one has

〈ξ |S(X)ξ〉 < 1 (3.140)

There is another way to obtain a phase-shift covariant POV measure acting
on Hs. Instead of considering the polar angle marginal of the unsharp ob-
servable (1.3.102), one can alternatively integrate out this variable to obtain
a POV measure for the azimuthal angle φ. Let Z ∈ B(S2) be of the form
ZX = {(θ, φ)|0 ≤ θ ≤ π, φ ∈ X}, where X ∈ B(0, 2π). Then

X 7→ S̃(X) := Ms(ZX) =
2s+ 1

4π

∫
X

dφ

∫ π

0

dθ sin θ |θ, φ〉 〈θ, φ| (3.141)

possesses the required covariance (1.3.134). There is an obvious formal con-
nection between S and S̃. The Bloch coherent states appearing in (1.3.141)
can be conveniently generated from one fixed state ψ0 by application of
suitable rotations, |θ, φ〉 = Wθe

−iφs3ψ0. Noting that the vectors |φ〉 from
(1.3.138) satisfy|φ〉 = e−iφs3 |0〉, we may identify ψ0 = |0〉 and obtain:

S̃(X) =
1

2

∫ π

0

dθ sin θWθ(I ⊗ S(X))W−1
θ (3.142)
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Thus S̃ can be viewed as a noisy version of S in the sense of the construction
given in Section 2.

3.4 Energy and Time

The covariance point of view provides also a systematic answer to the long-
standing problem of understanding energy and time as a canonically con-
jugate pair of observables. Indeed soon after the advent of quantum me-
chanics, it was realized that time cannot, in general, be represented as a
self-adjoint operator. This is due to the fact that a Hamiltonian operator
with a semibounded spectrum does not admit a group of shifts generated by
some self-adjoint operator, which would then be the canonically conjugate
time observable. Henceforth it has been a widespread common sense that
time is no observable but just a parameter. As a consequence the status
of the time-energy uncertainty relation has remained an issue of endless de-
bates. There have been proposals to introduce symmetric operators T that
satisfy formally the canonical commutation relation with the Hamiltonian H

HT − TH = iI (3.143)

These relations are then advocated in order to establish the uncertainty re-
lation

V ar(H,ϕ)V ar(T, ϕ) ≥ 1

4
(3.144)

Such operators T turned out to be non-self-adjoint. It was realized only
rather late that this view can be justified systematically if time observables
are understood as POV measures that are characterized by their covariance
under time translations. Before reviewing the definition of time observables,
we shall outline the covariance properties of the Hamiltonian, or energy ob-
servable, which is commonly introduced as the generator for the representa-
tion of the time translation group.

3.4.1 Energy.

Classically the energy of a free particle is a quadratic function of its momen-
tum, or velocity u ∈ R3. Thus the corresponding quantum observable should
be defined on the space of variables e := λu2 + c with u2 = u · u ∈ R+ and
λ > 0, c being some fixed numbers. (We shall put λ = 1/2 and c = 0.) How-
ever this set does not host an action αg of G such that e = 1

2
u2 7→ αg(e) =
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e′ = 1
2
u′2. In fact taking into account the action of G on velocity space,

u 7→ u′ = Ru + v, one has u′2 = u2 + v2 + 2u · v. Hence the structure of
the Galilei group forces one to consider the energy-momentum four-vector if
energy is to be introduced as a covariant quantity:

Ω :=

{(
mu,

1

2
mu2

)
|u ∈ R3

}
(3.145)

The map

αg :

(
mu,

1

2
mu2

)
7→
(
m[Ru + v],

1

2
m[u2 + v2 + 2u · v]

)
(3.146)

yields a transitive action of G on Ω. In order to express the fact that energy
is a?non-invertible function of momentum, we introduce first the coordinate
projection

Π0 : Ω→ R+ ,

(
mu,

1

2
mu2

)
7→ 1

2
mu2 (3.147)

This allows us to define the following reduced σ−algebra of subsets B0(Ω) ⊆
B(Ω) which reflects the loss of information accompanying the transition from
the momentum observable to energy:

B0(Ω) := {Z ⊆ Ω|Z = Π−1
0 (X) = ZX , X ∈ B(R+)} (3.148)

Any energy observable should now be represented as a POV measure Z 7→
E(Z), Z ∈ B0(Ω) with the covariance

UgE(Z)U−1
g = E(αg(Z)) (3.149)

Given the (sharp) momentum observable FP, it is straightforward to con-
struct a PV measure on B0(Ω) which is covariant in the sense of Eq. (1.3.49).
Indeed we define a map from momentum space R3 onto Ω,

Λ : R3 → Ω , p 7→
(
mp,

1

2m
p2

)
(3.150)

Then the PV measure in question reads as follows:

Z 7→ E(Z) := FP(Λ−1(Z)) , Z ∈ B0(Ω) (3.151)

The fact that Z ∈ B0(Ω) can be expressed in view of (1.3.147) by writing
Z as ZX , where X ∈ B(R+). Then the POV measure (1.3.151) coincides
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with the spectral measure EH of the generator (1.3.30) of time translations,
H = 1

2m
P2:

E(Π−1
0 (X)) = EH(X) (3.152)

An entirely analogous procedure yields unsharp energy observables from
smeared momentum observables F f , where it is crucial that the confidence
function f(p) is invariant under rotations.

3.4.2 Time.

The parameter set of the time translation group is itself a homogeneous space
of G. This corresponds to the fact that Z can be identified as a factor group
with respect to the isochronous Galilei group and is therefore homomorphic
to G. Indeed we have the action

αg : R→ R , t 7→ t+ b (3.153)

Any time observable B should possess the following covariance:

eiHtB(Z)e−iHt = B(Z + t) (3.154)

Before we turn to the construction of time observables, some historical and
interpretational remarks are in order. As mentioned above time operators
have been used early in a formal and non-rigorous manner to motivate the
time-energy uncertainty relation. Given a time observable B as a POV mea-
sure, one can introduce a time operator TB :=

∫
R t dB(t) that is symmetric

but cannot, in most cases, be self-adjoint. If B were a PV measure then TB

would be self-adjoint. In this way the formal obstacles against considering
time as an observable have been overcome and meanwhile many examples
are known. This is satisfactory as the experimental question about the time
of occurrence is perfectly legitimate and has been asked already in the early
days of quantum mechanics with respect to the decay time of unstable sys-
tems.

Again there is not just one unique time observable but rather there are
many POV measures satisfying (1.3.154). The physical relevance of this
non-uniqueness will be illustrated by means of the subsequent examples. In
general time is measured by making reference to some continuously changing
properties of a physical system S that is thereby treated as a clock. In turn
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any dynamically changing quantity gives rise to a certain type of experimen-
tal question, namely, at what time the quantity assumes a given value. It
becomes thus apparent that any event time observable will depend on both,
the energy observable H of S as well as the type of event under considera-
tion. An event is understood as the occurrence of a specified value of some
quantity. In the following we give up the requirement that the energy should
be fully Galilei invariant. That is, we admit the possibility of external fields,
which corresponds to the approximation that the system S in question is
part of a larger system but in such a way that the rest is not affected by the
interaction with S.

An illustration: the idea of screen observables. There is an important
family of Galilei covariant observables that has not received much attention
until very recently although it is far closer to experimental practice than most
of the quantities usually discussed in textbooks. In fact the registration of
particles is carried out with extended detectors which should be formally
represented by means of screen observables. These account for the time and
location of the particles hitting the screen, i.e., the detectors sensitive surface
[1.4,3.10]. Such observables cannot be described as self-adjoint operators and
this may be one reason for their late discovery. Reducing the experimental
question as to when a particle hits the screen, irrespective of where it does
so, yields a time observable associated with any such screen. As an ideal-
ized screen is represented by means of a plane, it is obvious that there is a
family of screen time observables, labeled with the location and orientation
parameters of the associated plane. The explicit construction of such screen
observables is based on a fairly abstract formalization of the classical con-
ception of the time of passage of a particle trajectory through some plane.
The solutions turn out technically rather involved. We shall therefore go on
to discuss some further examples of time observables in order to show that
classical intuition may be used?in a direct way to yield explicit constructions.
The strategy will be to find, for a given Hamiltonian, a suitable dynamical
variable and define the ensuing time of occurrence for its values.

In the sequel four Hamiltonians with essentially different spectra will be dis-
cussed. In all cases there exist natural choices of dynamical variables giving
rise to event time observables with very distinct properties.

Example 1. The time evolution of a free (spinless) Galilean particle (with
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one degree of freedom) is determined by the Hamiltonian H = P 2/2m. Clas-
sically the time of passage of some trajectory Q(t) = 1

m
Pt+Q0 through the

plane Q = 0, say, would be defined implicitly by the relation Q(t) = 0 and
explicitly as t = −mQ0

P
. Alternatively, one may view t = mQ0

P
as the time of

travel for the particle to reach the given plane. A first attempt to implement
this definition into quantum mechanics would be to read it as a definition of
an operator time [3.11],

T =
m

2
[QP−1 + P−1Q] (3.155)

While this operator formally obeys the canonical commutation relation (1.3.143),
it is only symmetric without admitting a self-adjoint extension. Hence T
does not meet the requirements of the ordinary definition of an observ-
able. Yet there exists a POV measure B0 that does possess the covari-
ance (1.3.154) and reproduces T as its moment operator. To see this we
note first that in the momentum representation T is found to coincide with
T ′ := msgn(p)|p|−1/2i ∂

∂p
|p|−1/2. In turn, this operator is known to be a

maximal symmetric operator arising from the POV measure Z 7→ B0(Z),
where

〈ψ |B0(Z)ψ〉 =
1

2π

∫
Z

dt

∣∣∣∣∫ dp(|p|/m)1/2eitp
2/2mψ̃(p)

∣∣∣∣2 (3.156)

In fact one readily verifies that T ′ is the first moment of the measure (1.3.156),
its maximal domain being {ψ|

∫
t2
〈
ψ
∣∣B)(t)ψ

〉
<∞} [1.12]. Such covariant

POV measures can be constructed systematically by application of covariant
Neumark extensions of the Hilbert space, thereby lifting the semibounded-
ness of H. The resulting time spectral measure is then restricted to the
original Hilbert space, yielding the sought time observables [3.10].

Example 2. The definition of a time observable becomes much easier
in the case of a freely falling particle in a homogeneous force field: H =
P 2/2m+mgQ. The equation of motion for the momentum variable becomes
P (t) = mgIt+P0, so T := 1

mg
P will do as a self-adjoint operator canonically

conjugate to H. Moreover H and T satisfy the Weyl commutation relation

eiHbeiTh = eibheiTheiHb (3.157)

and the spectral measure of T possesses the covariance property (1.3.154).
The present Hamiltonian is unbounded, its spectrum being absolutely con-
tinuous and covering the real line. This explains why T can act as a shift
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generator for H. Further, T being a function of P , it is again possible to
derive time observables from phase space POV measures; the resulting time
POV measures are functions of the marginal unsharp momentum observ-
ables.

Example 3. Another type of example is that of a periodic time observable
for the harmonic oscillator, H = 1

2
[P 2 + Q2]. The spectrum of H is discrete

and consists of nonnegative, equidistant values so that one can at best expect
a shift semigroup and certainly no self-adjoint operator T satisfying the Weyl
relation (1.3.157). Yet classical reasoning offers a dynamical quantity that
grows linearly in time modulo the oscillators period: the phase, defined as
the angular coordinate in phase space. Moreover this quantity is covariant
under the group of time shifts modulo the period. This reasoning yields a
very natural and unifying approach to oscillator phase observables, which we
shall develop in the next section.

Example 4. Finally even a finite quantum system with a bounded, discrete
Hamiltonian may permit a (periodic) time observable. Let H = βs3, where
s3 is the third component of the spin of a spin−s system. The vectors

|theta〉 =
s∑

m=−s

eimβθ |m〉 , θ ∈ [0, 2π) (3.158)

form a time shift-covariant family as

eiHτ |θ〉 = |θ + τ〉 (3.159)

(addition being modulo 2π). It follows that the effects

B(Z) = (2π)−1

∫
Z

dθ |θ〉 〈θ| = (2π)−1

∫
Z

∑
m,n

ei(m−n)βθ |m〉 〈n| (3.160)

with Z ∈ B(0, 2π)), constitute a time shift-covariant, normalized POV mea-
sure. Thus the dynamical quantity spin phase serves as a periodic quantum
clock [3.12] if the Hamiltonian is proportional to the corresponding spin com-
ponent.

We have thus seen that defining time observables as time shift-covariant POV
measures opens up the possibility of constructing such observables very much
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in the spirit of the experimental question concerning the time of occurrence
(of some event). Depending on the particular Hamiltonian there seem to
exist choices of dynamical variables whose change in time allows for particu-
larly simple and intuitively appealing time observables. It appears therefore
that any physical system has some dynamical quantities which display its
time evolution in a characteristic way. In principle it should be possible to
associate a time of occurrence POV measure with any conceivable nonsta-
tionary quantity, though it does not seem easy to devise a general procedure
of construction [3.13] Future investigations into this topic should lead to
experimental proposals for measuring event times.

3.5 Photon observables.

The concept of observable as a POV measure has found ample applications in
other important areas of quantum physics, such as field theory and Poincare
relativistic quantum mechanics. We shall give an illustration of these achieve-
ments with regard to two rather distinct ways of describing photons, either
as mass-zero, spin-one irreducible representations of the Poincare group, or
as occupations of electromagnetic field modes. The latter method has been
systematically developed in the detection?theory for quantum fields. Early
steps of these investigations are documented in the monographs of Davies
[1.9] and Helstrom [1.11]; more recent research has led to quantum theories
of stochastic processes and open systems [3.14-16]. As these results are be-
yond the scope of the present text, we shall select some examples of photon
observables that are currently under investigation in quantum optics. These
will be studied in the following two subsections, while the last subsection is
devoted?to the problem of photon localization.

3.5.1 Photon number and phase.

We use freely the elementary tools of quantum electrodynamics, without
aiming at a systematic picture. In particular a free field mode is assumed to
be represented by its annihilation and creation operators satisfying the boson
commutation relation. This allows one to make use of the formal equivalence
to the quantum mechanical harmonic oscillator. The classical mechanical
theory of the harmonic oscillator can be formulated either in terms of position
and momentum or by means of amplitude and phase. On the other hand
in quantum mechanics a harmonic oscillator (of unit mass) is conveniently
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described by the operators a = 1√
2ω

(ωQ+ iP ) and a∗ = 1√
2ω

(ωQ− iP ). The
energy operator assumes the form

H =
1

2
(P 2 + ω2Q2) = ω

(
a∗a+

1

2

)
(3.161)

The operator N = a∗a has the nondegenerate eigenvalues n = 0, 1, 2, ...
corresponding to the equation N |n〉 = n |n〉, with the eigenstates |n〉 =
a∗n |0〉 and the ground state characterised by a |0〉 = 0.

The quantum theoretic description of a single-mode electromagnetic field
leads to the introduction of the photon annihilation and creation operators
a, a∗ and the ensuing photon number operator N = a∗a, which are formally
equivalent to the above oscillator operators. In particular a and a∗ can be
decomposed into real and imaginary parts

a =
1√
2

(aq + iap) , a∗ =
1√
2

(aq − iap)

aq =
1√
2

(a∗ + a) , ap =
i√
2

(a∗ − a) (3.162)

Operators aq and ap are called quadrature components of the field mode.
They are?a Schrodinger couple and therefore Lmitarily equivalent to position
and momentum?operators. In particular, the Bose commutation relation

[a, a∗] = I (3.163)

is equivalent to the canonical commutation relation

[aq, ap] = iI (3.164)

A long-standing problem of quantum optics has been the question whether
there exists a phase observable that is canonically conjugate to the num-
ber observable for a single-mode field [3.17] There is now a satisfactory so-
lution in terms of POV measures, which also meets the experimental de-
mands for phase measurements. This solution starts with giving a pre-
cise meaning to the quantum counterpart of the classical phase-amplitude
pair. Let us write the position and momentum variables as complex num-
bers z = (ωq+ip)/

√
2ω = eiϕ|z|. Then |z| =

√
E/ω, where E is the energy of

the classical oscillator. Comparing z with the operator a suggests searching

103



for the operator analogue of the polar decomposition of the complex number
z in the form a = eiΦ|a|, where |a| =

√
a∗a =

√
N .

Let a = V |a| = V
√
N be the polar decomposition of a. From the properties

of a and a∗ one can infer that V |n〉 = |n− 1〉, V |0〉 = 0 and V ∗ |n〉 = |n+ 1〉.
Therefore?V V ∗ = I and V ∗V = I − |0〉 〈0| which shows that V is a partial
isometry but not unitary. Hence there is no self-adjoint operator Φ such that
a = eiΦ|a|. Apart from this well known argument the lacking unitarity of
V can also be understood from the fact that N is non-negative. Indeed the
commutation relation (1.3.163) yields

V NV ∗ = N + I (3.165)

Thus if V were unitary, then N and N + I would be unitarily equivalent and
should therefore have the same spectra, which is wrong. This observation has
led to the consideration of a duplication of the Hilbert space by extending
N to an operator N ′ whose spectrum consists of all integers [3.18] In this
way a Weyl pair (N ′,Φ′) can be defined in formal analogy to the angular
momentum and angle pair [Section 1.3.3.4]. In view of Neumarks theorem it
is obvious that the projection of the spectral measure of Φ′ onto the subspace
corresponding to non-negative eigenvalues of N is a POV measure and no
longer a PV measure.

In order to construct a phase observable we make use of the fact that the
operator V is a contraction so that there is a unique POV measure M satis-
fying

V n =

∫ 2π

0

einφdM(φ) (3.166)

for n = 0, 1, 2, ..... (Section 1.2.2.5). Since V has the structure

V =
∞∑
n=1

|n− 1〉 〈n| (3.167)

one obtains
eiφNV e−iφN = e−iφV (3.168)

The uniqueness of M then entails

eiφNM(X)e−iφN = M(X + φ) (3.169)
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for X ∈ B(0, 2π), X + φ = {φ′ + φ(mod 2π)|φ′ ∈ X}, which is to say that M
is covariant under the shifts generated by N . Following the relativistic ap-
proach, we adopt the covariance condition (1.3.169) as the defining property
of a phase observable. This condition does not single out the POV measure
M as the only phase observable. On the contrary, there are infinitely many
phase shift covariant POV measures and it will become apparent that they
should be associated with different possible measurement schemes offered in
the framework of measurement theory. Since N is proportional to the energy
observable it is natural to interpret the phase as a (periodic) time observable
in the sense of Section 1.3.4.

The mapping V has a natural dilation to a unitary operator by extending
the sum (1.3.167) to run over all integers, with a corresponding extension of
the Hilbert space and the system of basis vectors |n〉. This dilation leads
to an explicit form of M as the Neumark projection of the correspond-
ing spectral measure. Consider the Hilbert space L2(0, 2π) with the basis
ξk(φ) = 1√

2π
e−ikφ, k ∈ Z. The space H can be mapped onto a subspace H2

of L2(0, 2π) by the isometry

W : H → H2 , |n〉 7→ W (|n〉) = ξn

(Wψ)(φ) ≡ ψ(φ) :=
∞∑
n=0

1√
2π
e−inφ 〈n |ψ〉 (3.170)

Clearly W =
∑∞

n=0 |ξn〉 〈n| so that WVW ∗ =
∑∞

n=1 |ξn−1〉 〈ξn|. Let V0 be
the unitary extension of WVW ∗, V0 =

∑∞
k=−∞ |ξk−1〉 〈ξk| . Since (V0ψ)(φ) =

eiφψ(φ), the spectral measure E of V0 is the canonical one, with E(X)ψ =
χX · ψ. For any ψ, η ∈ H and all X ∈ B(0, 2π) one has

〈η |E(X)ψ〉 =

∫
X

(Wη)(φ)(Wψ)(φ)dφ (3.171)

=
∞∑

m,n=0

1

2π

∫
X

ei(n−m)φdφ 〈η |n〉 〈m |ψ〉 =: 〈η |M(X)ψ〉

Therefore

M(X) =
∞∑

m,n=0

1

2π

∫
X

ei(n−m)φdφ |n〉 〈m| (3.172)

105



The elements of H2 arise as the boundary functions of analytic functions on
the unit disc, where ψ(φ) = limr→1 ψ(reiφ) exists in the L2−sense, that is,

lim
r→1

∫ 2π

0

|ψ(φ)− ψ(reiφ)|2dφ = 0 (3.173)

H2 is called the Hardy class on the unit disk. The analytic functions ψ(reiφ)
do not vanish on sets with positive Lebesgue measure. The same is true for
the limit functions ψ(φ). Thus χX(φ)ψ(φ) does not belong to H2 whenever
X ∈ B(0, 2π) is such that its complement set has positive Lebesgue measure.
It follows that M is no PV measure. This result is also directly confirmed by
the observation that M , as given in (1.3.172), is a noncommutative measure.
As in the case of the spin phase, M cannot be localized, i.e., for any vector
state ψ and any set X with M(X) 6= I one has

〈ψ |M(X)ψ〉 < 1 (3.174)

The noncommutativity of M can be made explicit by writing it symbolically
as

M(X) =
1

2π

∫
X

|φ〉 〈φ| dφ (3.175)

The entities

|φ〉 :=
∞∑
n=0

einφ |n〉 (3.176)

form a shift covariant family of (improper) eigenvectors of V , i.e., V |φ〉 =
eiφ |φ〉, and these do not form an orthogonal system:

(φ′|φ) =
∞∑
n=0

ein(φ−φ′) = πδ(φ′ − φ)− i

2
cot

(
φ′ − φ

2

)
+

1

2
(3.177)

The orthogonality is restored as soon as the sum is extended to contain also
all negative values of n, thus yielding |φ〉 as the eigenvectors of the extended
phase operatorΦ′.

The term 〈φ |n〉 can be interpreted as the amplitude of a number eigenstate
in the phase representation (1.3.170), showing the complete indeterminacy
of the phase. This illustrates the complementarity of the number-phase pair.
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One may also write down the phase probabilities in a number state to verify
that these correspond to the uniform distribution:

〈n|M(X) |n〉 =
1

2π

∫
X

dφ (3.178)

Since the phase spectrum was chosen to be the interval (0, 2π), it is clear
that the first moment of this distribution must have the value π.

We shall show now that the phase observable (1.3.172) provides a unification
of the various approaches to the phase concept discussed in the literature.
First of all, since the space of values of M is a bounded subset of the real
line all its moment operators

M (k) :=

∫ 2π

0

φkM(dφ) (3.179)

are bounded self-adjoint operators. In particular its first and the second
moment operators are

M (1) = −i
∞∑

m 6=n=0

1

n−m
|n〉 〈m|+ πI (3.180)

M (2) =
4

3
π2I +

∞∑
m 6=n=0

(
i

2π(n−m)
+

1

2(n−m)2

)
|n〉 〈m| (3.181)

Clearly (M (1))2 6= M (2), which is yet another way of saying that M is no PV
measure.

It is interesting to observe that, as a reflection of the covariance property,
the first moment operator M (1) satisfies the Heisenberg commutation relation
with the number operator,

[M (1), N ]ψ = iψ , ψ ∈ D (3.182)

in a dense domain D = {ψ ∈ D(N)l
∑∞

n=0 〈n |ψ〉 = 0}. For this reason the
operator Φ0 := M (1) has been considered as a candidate of a phase operator
(see, e.g., [3.19]). This phase operator has, however, only a limited use. First
of all, since M is not a PV measure, the powers (M (1))k do not give the
moment operators M (k), except for k = 0, 1. Second, it carries an essential
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nonuniqueness. In fact one may define a whole family of phase operators Φφ,
where the label φ indicates the choice of the origin of the phase parameter
scale within [0, 2π):

Φφ := eiφNΦ0e
−iφN = Φ0 − φI + 2πM([0, φ]) (3.183)

These operators, which have the same spectra as Φ0, form a shift covariant
non-commuting family: eiφ

′NΦφe
−iφ′N = Φφ+φ′

For a bounded measurable real-valued function f on [0, 2π), the integral

B(f) :=

∫ 2π

0

f(φ)dM(φ) (3.184)

defines a bounded self-adjoint operator. Obviously the operators V and Φφ

can be recovered from the POV measure M in this way. As another example
the sine and cosine functions give

B(sin) =
i

2
(V ∗ − V ) =: S , B(cos) =

i

2
(V ∗ + V ) =: C (3.185)

Also these operators have been studied as candidates for representing the
phase [3.20], but this leaves one in the unsatisfactory situation of circumscrib-
ing the phase by means of two noncommuting operators ([C, S] = i

2
[V, V ∗] =

i
2
|0〉 〈0|), rather than representing it as one single quantum observable.

There is another approach towards obtaining a self-adjoint phase operator
that starts with reducing the Hilbert space to an s−dimensional subspaceHs,
spanned by the number states |0〉 , |1〉 , ......., |s− 1〉 [3.21] In these spaces one
can define shift covariant families of states |φ〉s for φ ∈ [0, 2π) as follows:

|φ〉s :=
1√
s

s−1∑
n=0

einφ |n〉 (3.186)

Then eiφ
′N |φ〉s = |φ+ φ′〉s. Selecting a sequence of phase valuesφk = 2π k

s
,

k = 0, 1, ....., s−1 yields a complete orthogonal system of normalized vectors
|φk〉s in Hs, Therefore one may introduce a discretized self-adjoint phase
operator in Hs,

Φs :=
s−1∑
k=0

φk |φk〉s s 〈φk| (3.187)
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This approach seems at first sight to have some drawbacks. The operator Φs

is covariant only under a finite group of phase shifts and is thus not conjugate
to the number operator. Still, as with the above operator Φ0, there exists a
shift covariant family of discrete phase operators in Hs. It is obvious that the
product as := eiΦs

√
N cannot coincide with the annihilation operator a and

certainly as and a∗s do not satisfy the Bose commutation relation (1.3.163).
Nevertheless one may show that this approach affords a description of phase
properties that can be regarded as satisfactory for all practical purposes.
Moreover in the limit s → ∞, the usual formal relationships between the
various operators are recovered with increasing accuracy. In particular the
commutator [as, a

∗
s] =

∑s
n=0 |n〉 〈n| − s |s〉 〈s| approaches [a, a∗] = I weakly.

Furthermore the spectrum of Φs becomes more and more dense in [0, 2π] and
this operator approaches Φ0 weakly [3.22]: for any η, ξ ∈ H,

〈ξ |Φsη〉 =
s−1∑
k=0

φk 〈ξ |φk〉s 〈φk | η〉

=
1

s

s−1∑
k=0

φk
∑

n,m≤s−1

ei(n−m)φk 〈ξ |n〉 〈m | η〉 (3.188)

→ 1

2π

∫ 2π

0

dφφ
∞∑

n,m=0

ei(n−m)φk 〈ξ |n〉 〈m | η〉 = 〈ξ |Φ0η〉

Here one makes use of the substitution 1
s

∑s−1
k=0 →

1
2π

∫ 2π

0
dφ as s→∞. The

last equality is obtained by carrying out the φ−integration.

In this section we have defined a phase observable as a POV measure satisfy-
ing the shift covariance condition (1.3.169). This phase observable M is the
POV measure associated with the polar decomposition of a = V

√
N . Fur-

ther motivation for the characterization of the phase via covariance derives
from the phase space description of a single-mode photon field which yields
an intuitively appealing connection with the phase of a classical field. In the
following subsection we introduce a new class of phase observables, which
emerge as noisy versions of M .

3.5.2 Joint observables for the quadrature components.

The analogy between the harmonic oscillator and the single-mode electro-
magnetic field allows one?to transcribe the phase space picture formulated
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in Section 1.3.2.4. First let us introduce phase space parameters q, p and
define z = (q + ip)/

√
2 With this notation the phase space translations can

be represented in the following form:

Dz := exp (za∗ − z̄a) = exp (−iqP + ipQ) = Wqp

DzaD
−1
z = a− zI (3.189)

The operator a has an overcomplete system of eigenvectors associated with
the nondegenerate eigenvalues z. Indeed let ψ be a unit vector such that
aψ = zψ. This can be written as DzaD

−1
z ψ = O so that D−1

z ψ is proportional
to the vacuum state |0〉. In this way one is led to the family of coherent states
{|z〉 |z ∈ C} satisfying

|z〉 = Dz |0〉 , a |z〉 = z |z〉 (3.190)

The overcompleteness relation is now a direct consequence of the normaliza-
tion condition (1.3.55):

1

π

∫
C
d2z |z〉 〈z| = I (3.191)

Here we have used the identities d2z = 1
2
dqdp and |z〉 〈z| = Wqp |0〉 〈0|W−1

qp .
In this way we obtain a POV measure representing a joint observable for the
quadrature components of a,

A(Z) =
1

π

∫
Z

d2z |z〉 〈z| , Z ∈ B(C) (3.192)

Instead of using the vacuum state |0〉 〈0| one may take any other positive
trace one operator T0 and integrate over Tz = DZT0D

−1
z to obtain further

joint observables for the quadrature components. In particular the choice
|n〉 〈n| gives the joint observable

A|n〉(Z) =
1

π

∫
Z

d2z Dz |n〉 〈n|D∗z , Z ∈ B(C) (3.193)

We list some useful properties of coherent states. Their name derives from
the fact that the eigenvalue equation (1.3.190) is a necessary and sufficient
condition for the factorization property

〈ψ | a∗aψ〉 = 〈ψ | a∗ψ〉 〈ψ | aψ〉 (3.194)
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It is obvious that coherent states give rise to factorizations to all orders of
the expectation values 〈ψ | a∗nanψ〉 and therefore to field coherence [3.23] in
all orders. As an application of the Baker-Campbell-Hausdorff formula

eA+B = e−
1
2

[A,B]eAeB whenever [A, [A,B]] = [B, [A,B]] = 0 (3.195)

the shift operator can be decomposed into a product form

Dz = e−
1
2
|z|2eza

∗
e−z̄a (3.196)

This allows one to expand the coherent states as series of number states:

|z〉 = Dz |0〉 = e−
1
2
|z|2

∞∑
n=0

1

n!
zna∗n |0〉 = e−

1
2
|z|2

∞∑
n=0

1√
n!
zn |n〉 (3.197)

Coherent states are thus seen to be among those yielding Poisson number
statistics, with the mean value 〈z|N |z〉 = |z|2.

It is interesting to study two types of marginal observables of the POV mea-
sure (1.3.192). These can be defined with reference to different coordinates of
the complex plane. First, one may choose Cartesian coordinates given by the
real and imaginary parts (q, p) of the variable z. This gives rise to smeared
versions of the quadrature observables, in analogy to unsharp position and
momentum observables. Second, one obtains a new pair of conjugate observ-
ables if the marginal integrations are carried out with respect to coordinates
(r2, φ) ∈ [0,∞) × [0, 2π), defined via z = reiφ, r ≥ 0. In this case one is
dealing with sets of the form ZR = R × [0, 2π) or ZF = [0,∞) × F . Taking
into account that 1

π
d2z = 1

2π
dφdr2 and applying (1.3.197), one computes

AN(R) := A(ZR) =

∫
R

dr2 1

2π

∫ 2π

0

dφDz |0〉 〈0|D∗z

=

∫
R

dr2e−r
2
∞∑

m,n=0

1

2π

∫ 2π

0

dφei(n−m)φ rn+m

√
n!m!

|n〉 〈m| (3.198)

This yields

AN(R) =
∞∑
n=0

∫
R

pn(r2)dr2 |n〉 〈n| , pn(r2) =
1

n!
e−r

2

r2n (3.199)
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Here pn(r2) is a discrete-to-continuous transition probability density in the
sense of part a) of Section 1.2.2.3. A similar result can be obtained for the

observable (1.3.193). Thus the POV measures A
|n〉
N are continuously smeared

number observables. In order to interpret their measurements as unsharp
photon number measurements, one would proceed by introducing a calibra-
tion by associating with each numberm a setRm =

{
r2|m− 1

2
≤ r2 < m+ 1

2

}
for m = 1, 2, ...,and R0 =

[
0, 1

2

)
. Then

AN(Rm) =
∞∑
n=0

λmn |n〉 〈n| , λmn =

∫
Rm

pn(r2)dr2 (3.200)

which demonstrates the interpretation of λmn, as a confidence measure for
inferring a number n given a registered set Rm. For our subsequent use we
note already here that the first moment of the unsharp number observable
AN is N + I. In fact it can be shown [3.24] that the first moments of the

observables A
|n〉
N are ∫ ∞

0

r2 dA
|n〉
N (r2) = N + (n+ 1)I (3.201)

This means that on the statistical level of first moments, the unsharp number
observable A

|n〉
N equals the number observable apart from the positive con-

stant n+ 1 indicating noise in the form of additional photons.

We investigate next the second marginal observable of the joint observable
A:

Aph(F ) := A(ZF ) =

∫ ∞
0

dr2 1

2π

∫
F

dφ |z〉 〈z|

=
∞∑

m,n=0

∫ ∞
0

dr2e−r
2 rn+m

√
n!m!

1

2π

∫
F

dφei(n−m)φ |n〉 〈m| (3.202)

The value space of this POV measure is that of a phase observable. There
is a close formal relationship between Aph and the phase observable M , Eq.
(1.3.172). Indeed let us introduce the operators

Tr =
∞∑
n=0

1√
n!
e−r

2

rn |n〉 〈n| (3.203)
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which satisfy the normalization condition∫ ∞
0

dr2 T ∗r Tr = I (3.204)

This allows us to define a (completely positive, unital and normal) map on
L(H), B 7→

∫∞
0
dr2 TrBT

∗
r =: V ∗(B). It then follows readily that

Aph(F ) =

∫ ∞
0

dr2 TrM(F )T ∗r = V ∗(M(F )) (3.205)

The observable Aph therefore represents a noisy phase measurement in the
sense of part b) of Section 1.2.2.3. This interpretation is further supported
by the fact that the Tr commute with the number operator N so that Aph is
seen to satisfy the covariance relation (1.3.169). In this way we have achieved
a general method of producing new phase observables starting with M : one
can choose any family of bounded operators {Tλ|λ ∈ Λ} commuting with
N and such that

∑
λ TλT

∗
λ = I. Then M̃(F ) =

∑
λ TλM(F )T ∗λ is a phase

observable in the sense of shift covariance. Finally since A
(1)
ph = V ∗(M (1)),

this noisy phase operator also forms a Heisenberg pair with the number:
A

(1)
ph , N ] =

∫
dr2T ∗r [M (1), N ]Tr = iI

?Another type of generalization is obtained if the (vacuum) state operator
S0 = |0〉 〈0| underlying the POV measure (1.3.192) is replaced with any

number state S
(n)
0 = |n〉 〈n| or a mixture of them [3.25]. The phase shift

invariance of these states ensures that of the ensuing phase POV measures
A
|n〉
ph . It is an important open question which of these phase POV measures

can be realized experimentally. We return to this issue in Sections 1.7.3.4
and 1.7.3.7.

?The phase space picture of a single-mode photon field provides a justifica-
tion of the term phase observable in an intuitively appealing way. This is
evident in view of the well known observation that coherent states |z〉 with
a large (squared) amplitude modulus |z|2 = 〈z|N |z〉 yield the best available
approximation to classical periodically oscillating fields, with stationary and
relatively small variances of the electric and magnetic field operators. Such
macroscopic coherent states |z(t)〉 can be visualized in the phase space pic-
ture by means of circular error regions of unit area, centered at the point
z(t) which rotates at the mode frequency around the coordinate origin. The
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phase of such a field is indeterminate by an order |z|−1 = 〈N〉−1/2, corre-
sponding to the aperture of the error region with respect to the origin. In
this way a coherent state furnishes a quantum clock whose phase serves as a
periodic time variable.

3.5.3 Photon localization

The term photon does not correspond to a unique notion in the literature.
There are several distinct sets of ideas of what a photon might be, and these
are not easily reconciled with each other. First the historical use of the
word photon in atomic physics and chemistry originated from Plancks and
Einsteins quanta of energy as they appear in the treatments of blackbody
radiation or the photoelectric effect. It refers to the units of energy emitted or
absorbed by atomic or molecular systems which are observed in spectroscopy.
A more technical formulation describes a photon as a countable quantum of
an electromagnetic field mode. Denoting the field mode operators as a, a∗,
then the eigenstates |n〉 of the number operator N = a∗a are interpreted as
corresponding to a field state consisting of n photons occupying that mode.
If the mode in question is that of a plane wave with a definite value of
polarization, then photons are viewed as objects with a definite momentum
(and polarization); due to the Fourier relationship between momentum and
configuration variables, such objects cannot be localized?in space. On the
other hand, many experiments operate with pulses of light, also often called
photons and described by means of fairly well localized wave packets.

It is this last notion of a photon as a localizable system which shall be
analyzed in the following. Without going into details, we indicate how a
one-photon state corresponding to a wave packet is constructed within the
Fock space. To this end one must form superpositions of plane-wave modes,
with associated field operators aλ(p) and (left and right circular) polarization
vectors eλ(p) (λ = +,−). Here we assume the conditions of the Coulomb
gauge which entails that p · eλ(p) = 0. For?any transversal vector function
A : p 7→ A(p), A ∈ H̃ := L2(R3,C3), one can introduce a field operator

Ψ∗A :=

∫
dp A : p · [e+(p)a∗+(p) + e∗−(p)a−(p)] (3.206)

This yields a subspace of one-photon field states in the Fock space associated
with the functions A:

|1,A〉 := Ψ∗A |0〉 (3.207)
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It can be shown that these states are eigenvectors of the number operator
N :=

∫
dp
∑

λ a
∗
λ(p)aλ(p) corresponding to the eigenvalue 1. The square of

the norm of |1,A〉 is readily found to be of the form

〈1,A | 1,A〉 =

∫
dp A(p) ·A(p) (3.208)

so that Eq. (1.3.202) indeed establishes an isometry between the space of
one-photon states and the subspace of transversal vector functions in H̃.
This subspace H0,1 is known to host a mass-zero, spin-one projective repre-
sentation of the Poincare group, thus describing the photon as an elementary
system.

Transferring the space-time evolution of the field operators to the states
(1.3.207) (establishing the Schrodinger picture), one finds that the Fourier-
transformed wave functions Â(x, t) satisfy the vacuum wave equation to-
gether with the Coulomb gauge condition. In this way the one-photon sector
of the Fock space can be identified with the space of vector potential func-
tions of classical electrodynamics.

The problem of the localizability of a photon was discovered when Wigner
and Newton [3.26] tried to define Poincare-relativistic position operators and
found that such entities did not exist in the case of massless objects. Later
Wightman [3.4] extended the search for a notion of localization based on a
PV measure, and he again obtained a negative result: there exists no Eu-
clidean system of imprimitivity that could be implemented into a mass−0,
spin−1 representation. This means that?photons are not objects that could
be sharply localized. Nevertheless it is possible to construct Euclidean sys-
tems of covariance for the photon describing unsharp localization. Here we
shall only give an idea of the difficulties involved and sketch their possible
solutions. Details can be found in [3.27].

The naive approach towards defining an Euclidean covariant position oper-
ator in H0,1 would be to consider the operators Q̃k = i ∂

∂pk
. While these are

self-adjoint operators in H̃, their application to A ∈ H0,1 does not lead to
vectors in that subspace as p ·Q̃kA(p) = i ∂

∂pk
(p ·A(p))− iAk(p) is a nonzero

function whenever p · A(p) = 0. Nevertheless Neumarks theorem suggests

to define Qk := ΠQ̃k

∣∣∣
H01

which indeed turns out to be a triple of self-adjoint
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operators on H0,1 satisfying the Euclidean covariance; however, these oper-
ators are mutually noncommuting and cannot therefore be derived from a
common spectral measure. This is the price to be paid for the covariance.
This fact can be understood if reformulated in terms of a suitable covariant
localization POV measure, to be established next.

The Hilbert space H̃ hosts a representation of the Euclidean group,

(W̃a,RA)p = e−ia·pRA(R−1p) (3.209)

with respect to which the spectral measure Ẽ of Q̃ is covariant. Further-
more, the transversality condition is Euclidean invariant so that the above
representation reduces the subspace H0,1, restriction Wa,R of W̃a,R being thus
a representation on this space. This suffices to verify that the Neumark pro-
jection E of Ẽ,

X 7→ E(X) := ΠẼ
∣∣∣
H01

(3.210)

constitutes a Euclidean covariant localization observable. Moreover the op-
erators Qk arise as the moments of this POV measure and are therefore
seen to represent coexistent observables. To appreciate the physical inter-
pretation of this localization concept, one may proceed further to verify that
the operators Qk are canonically conjugate to the momentum operators Pk
(defined as multiplication operators) and satisfy the Heisenberg uncertainty
relation. Furthermore, with respect to the Hamiltonian H = |P| one can
define the velocity operator V = P/H to show that in the Heisenberg pic-
ture Q(t) = Q + Vt and finally |〈V〉 >A | < 1. Similarly the spreads of Qk

are also found to grow at a velocity less than the velocity of light. Thus the
photon wave packets turn out to propagate within the limits demanded by
relativistic causality. The fact that they still have infinite tails may not be
too disturbing as a naive interpretation of the functions Â(x) as probability
amplitudes is incorrect. lntuitively the principal unsharpness of relativistic
localization concepts corresponds to the fact that sharp position measure-
ments would involve arbitrarily high energy and therefore the possibility of
particle creation. The only way to stick to a one-particle description is by
admitting unsharpness.

Finally it may be noted that the above construction does by no means con-
stitute a unique solution of the localization problem for photons. There are
infinitely many different ways of embedding the Hilbert space H0,1 into larger
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spaces H̃ hosting a Euclidean system of covariance describing a sharp local-
ization observable. The ensuing Neumark projections will in general lead to
localization observables inH0,1 different from the above one. A coherent Way
of formulating localization observables is based on a manifestly Poincare co-
variant phase space representation of relativistic quantum particles [3.28]. In
order to decide which of those localization concepts are physically realizable,
one would need to investigate the connections with photodetection theory
which shall not be pursued here.

4 Measurements

The quantum theory of measurement considers measurements as physical
processes subject to the laws of quantum physics. The minimal interpreta-
tion of quantum mechanics dictates the basic requirement for a process to be
a measurement: the probability reproducibility condition. The general mea-
surement theory, as outlined in Section 1.2.3, provides information about the
abstract structure of measuring processes and shows, in particular, that every
observable of a quantum system can be measured in principle. However, these
results form only the starting point for a theory of real measurements, which
has to be concerned with concrete observables and the actually available in-
teractions. This chapter goes beyond the abstract theory in three different
directions. First it investigates the measurability of continuous observables;
then it addresses the question of measuring pairs of observables, and finally
the role of the universal conservation laws as constraints on measurement
interactions is elucidated. In each case there arises in the first instance a no-
go?result which is then turned into a new positive feature by reformulating
the issue in terms of POV measures.

4.1 Continuous observables

Two of the most common assumptions on measurements are their discrete-
ness and repeatability: a pointer observable can assume at most countably
many distinct values, and upon repetition the same outcome occurs. These
two possible features of measurements, which have both practical and foun-
dational dimensions, are closely related to each other (Section 1.2.3.5). Any
observable admitting a repeatable measurement is necessarily discrete. This
fact has an important implication on the measurability of continuous observ-
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ables.

M1. No continuous observable admits a repeatable measurement.

This result poses a dilemma: many basic observables of a physical system are
continuous; but only discrete observables can be measured (in a repeatable
Way). We shall study in greater detail the conflict between repeatability and
continuity, its consequences for an operational definition of the localization
observable, and the possible resolutions of this problem.

Let us recall the main arguments indicating that the discreteness assump-
tion is mandatory. First, there is the pragmatic argument that any physical
experiment is designed to yield definite outcomes out of a collection of al-
ternatives. These outcomes must be described by essentially finite means,
either by digital recordings, or by estimating a pointer position in terms of
a rational number on an apparently continuous scale. Secondly, the statisti-
cal evaluation of experiments is based on counting frequencies of countably
many mutually exclusive events. Hence a partition of the pointer value space
must be fixed in order to define the outcomes to be recorded. Finally the
fact that the pointer observable ultimately assumes a definite value must be
interpreted in terms of a repeatable measurement of the pointer, so that the
pointer observable itself, or at least one of its actually used coarse-grained
versions, must be discrete.

The repeatability assumption was often argued to be irrelevant since in many
realistic experiments the measured system is simply destroyed so that there
is no way to repeat the same measurement. Though this situation may occur
frequently, it does not always do so. Recent advances in ultrahigh technol-
ogy have provided the means to perform experiments with individual ob-
jects without immediately destroying them. Amazing examples of these new
possibilities are the neutron interferometry [4.1], ion traps [2.12], electronic
holography [4.2], and the one-atom micro-maser [4.3]. The repeatability as-
sumption is thereby made amenable to experimental testing. On the other
hand it was always taken for granted that physical systems can be prepared
in well defined states. In fact without such preparatory measurement proce-
dures there were no reproducibility ensuring reliable measurement statistics
and hence no physical experience.
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The notion of repeatability has also been criticized due to its alleged refer-
ence to the collapse postulate (see, e.g., [4.4]). The repeatability condition
(1.2.79) presumes that a measurement induces an acausal state transition,
T 7→ TX , into a final state conditional on a pointer reading f−1(X) But
there seems to be no way to explain, within quantum mechanics, the factual
occurrence of such a reading. Hence the repeatability assumption, and thus
its consequence, the discreteness of the measured observables, appears ques-
tionable. There are some apparently weaker formulations of the repeatability
requirement which seem to avoid this critique. As these alternatives turn out
formally equivalent [4.5] to the original repeatability condition in the case of
sharp observables, the conclusion (M1) remains inescapable.

M2. For any measurement M of a sharp observable E the following condi-
tions are?equivalent:

(1) M is value reproducible:

for any X and T , if pET (X) = 1, then pETΩ
(X) = 1;

(2) M is of the first kind:

for any X and T , pET (X) = pETΩ
(X);

(3) M is repeatable:

for any X and T , if pET (X) 6= 0, then pETΩ
(X) = 1

Any one of these conditions implies that E is a discrete observable.

Repeatable measurements are preparatory in the sense that they bring the
system into a state in which it has with certainty the registered property. In-
deed for any repeatable measurement of an observable E, one has E(X)TX =
TX , or

TX = E(X)TXE(X) =
1

pET (X)
E(X)TΩE(X) (4.1)

for all X and T . It is another question whether this state has even the Lüders
form,

TX =
1

pET (X)
E(X)1/2TE(X)1/2 (4.2)
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While TX is the final state of the object system conditional on a pointer
reading f−(X), the state E(X)TΩE(X)/pET (X) is the final state S under the
condition that the measured observable E has a value X [4.6]. In the case
of a Lüders measurement this latter conditional state is obtained directly
from the initial state of the system. This is, however, a strong assumption
since the validity of (1.4.2) for a given set X and for all states T implies
that this set is essentially a one-point set, that is, E(X) = E({ω}) for some
eigenvalue ω ∈ Ω [2.14] As continuous observables have no eigenvalues, there
is the no-go result:

M3. A continuous observable admits no measurement M such that the asso-
ciated state transformer contains a Lüders operation.

This verdict causes considerable difficulties in understanding the operational
definition of continuous observables. To illustrate this problem consider a
Cartesian component Q of the localization observable of a spin−0 object.
Q is continuous and does not admit any value reproducible, or first kind,
or repeatable measurements. In addition, (M3) rules out the most obvious
attempt for its operational definition.

To see this, note that the spectral measure X 7→ EQ(X) is completely de-
termined by the mapping I 7→ EQ(I) on the closed intervals [2.6]. Thus
for the definition of Q it suffices to specify measurements of the localiza-
tion properties EQ(I) To this end one could consider the Lüders operation
T 7→ II(T ) := EQ(I)TEQ(I) associated with the simple observable χI(Q).
A prototypical arrangement modelled by this state transformation is a di-
aphragm with a slit I. The natural question then is whether the mapping
I 7→ II extends to a state transformer of Q, that is, whether by varying
the slit location and width in the diaphragm one can define Q. The answer
to this question is negative. If there were a state transformer IQ such that
IQI = II for all closed intervals I, then due to the additivity one would have

EQ(I)TEQ(I) = EQ(I1)TEQ(I1) + EQ(I2)TEQ(I2) (4.3)

for all states T and for any partition of I into disjoint subintervals I1 and I2.
But this is false for vector states ϕ with pQϕ (I1) 6= 0 6= pQϕ (I2). The invalidity
of (1.4.3) is well confirmed by the occurrence of interference effects. Result
(M3) already implies that there is no Q−compatible state transformer IQ
for which IQI = II would hold even for a single interval I.
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The fact that position Q admits neither ideal nor repeatable measurements
causes problems in understanding localization as a possible property of a
particle. Hence it appears that the definition of a particle by means of a lo-
calization system of covariance lacks an operational foundation in quantum
mechanics. The usual way out of the continuity-repeatability conflict consists
in taking recourse to discretizing the continuous observables. This method
was already suggested by von Neumann [2.3], and it meets the pragmatic and
statistical needs of quantum mechanics. Considering again the observable Q,
any partition (Ii) of R (a reading scale) induces a coarse-grained, discrete
position observable i 7→ EQ(Ii) which clearly admits a Lüders measurement.
Moreover the whole position measurement statistics, pQT (X), X ∈ B(R), can
for every state T be recovered from the statistics of these coarse-grained ob-
servables, when varying over all possible reading scales. The continuity of Q
is now reflected in the fact that measuring this observable requires measur-
ing more than countably many of its discretized versions. Another serious
drawback of this procedure is that it destroys the natural covariance of the
observable in question. For the localization observable it means nothing less
than abolishing its Euclidean covariance. Other approaches have therefore
been investigated, among them those aiming at a relaxation of repeatability
such as to make it compatible with the covariance requirements. Those at-
tempts still must take into account the pragmatic and statistical needs that
ultimately require a discretization.

Two natural ways of weakening repeatability into approximate repeatability
are given with the notions of δ−repeatable and ε−preparatory measurements
which merge into the concept of (ε, δ)−repeatability. We formulate these no-
tions for position measurements. For any δ > 0, define the δ−neighborhood
of a set X as Xδ := {x ∈ R : |x − x′| ≤ δ for some x′ ∈ X}. Let ε be a
number such that 0 ≤ ε < 1

2
A measurement of the position observable Q is

δ−repeatable if for any X and T ,

pQT (X) 6= 0⇒ pQTx(Xδ) = 1 (4.4)

(ε−preparatory if for any X and T ,

pQT (X) 6= 0⇒ pQTx(X) ≥ 1− ε (4.5)

(ε, δ)−repeatable if for any X and T ,

pQT (X) 6= 0⇒ pQTx(Xδ) ≥ 1− ε (4.6)
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Consider the state transformer of Equation (1.2.53). Fix a δ > 0, and choose
a partition (Ii) of R into intervals of lengths |Ii| < δ. For every i, let Ti be a
state that is localized in Ii, tr[TiE

Q(Ii)] = 1. Then for anyX, tr[TiE
Q(Xδ)] =

1 whenever Ii ∩ X 6= ∅. This observation allows one to confirm that the
Q−compatible (completely positive) state transformer

IQX(T ) :=
∑

tr[TEQ(X ∩ Ii)]Ti =
∑

pQT (X ∩ Ii)Ti (4.7)

is δ−repeatable. This state transformer is repeatable with respect to the
discrete observable Ii 7→ EQ(Ii). Although EQ(Ii)Ti = Ti, one cannot have,
in general, Ti = EQ(Ii)TE

Q(Ii/p
Q
T (Ii). Apart from its somewhat artificial

nature, a deficiency of this state transformer may be seen in its lacking trans-
lation invariance; that is, it does not satisfy the covariance condition

Ua[IQX(U−1
a TUa)]U

−1
a = IQX+a(T ) (4.8)

with respect to space translations. In order to obtain a translation invari-
ant (completely positive) Q−compatible state transformer, take a state T 0

and denote T 0
q := UqT

0U−1
q . It is easy to confirm that the following state

transformer has the required properties:

IQX(T ) :=

∫
X

tr[TEQ(dq)]T 0
q =

∫
X

dpQT (q)T 0
q (4.9)

That any such state transformer is of this form is shown in [3.9]. Fix
δ > 0 and choose T 0 to be localized within [−δ, δ]. For any set X one
has tr[T 0

qE
Q(Xδ)] = 1 whenever q ∈ X, and this is easily seen to ensure the

δ−repeatability.

Like (1.4.7 ), the state transformer (1.4.9) may also appear artificial. The
final state of the object depends only on its position distribution before the
measurement and on the fixed state T 0. For any initial state T the postmea-
surement state is a mixture of one and the same set of component states T 0

Q.
One may therefore question the feasibility of such a measurement.

It is instructive to consider once more the standard position measurement
model of Section 1.2.3.4. The objects position Q is correlated with the posi-
tion QA of the apparatus via the interaction

U = e−iλQ⊗PA (4.10)
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where PA is the apparatus momentum. The measured observable is the
unsharp position Ee, with the confidence function e depending on the initial
state φ of the apparatus and the coupling constant λ. The state transformer
induced by this measurement is

IQX(T ) =

∫
X

KqTK
∗
qdq , Kq =

√
λφ(−λ(Q− q)) (4.11)

and it was found to be of the first kind: the measurement preserves the out-
come statistics of Ee. This state transformer is also manifestly translation
covariant. But it is neither repeatable, nor δ−repeatable, nor ε−preparatory,
in general. However, choosing φ such that e is localized within some interval
I, then δ−repeatability holds for any δ for which I ⊂ (−δ, δ).

There are basically two ways to discretize this measurement model. First
one may consider, instead of Q, a coarse-grained discretized position, like
f(Q) =

∑
f(i)EQ(Ii) associated with a partition (Ii) of R. Adjusting the

coupling accordingly, U = exp (−iλf(Q)⊗ PA), one can choose the initial
state of the apparatus such that the measurement is a repeatable measure-
ment of f(Q), cf. Section 1.2.3.4.

An operationally more satisfactory discretization is the one in which the
pointer values are registered with respect to a discrete reading scale. Intro-
ducing a partition (Ii), Ii = [i, i+ 1], the measured observable is the discrete
unsharp position i 7→ Ei = Ee(Ii). In general none of the effects Ei has
eigenvalue 1. And even if they have, there is still no way to choose φ such
that the measurement were repeatable. As an example, if φ is concentrated
on the interval [0, λ), say φ = 1√

λ
χ[0,λ), then

Ei = (Q− i+ 1)EQ(Ii−1) + (i+ 1−Q)EQ(Ii) (4.12)

and
Kq = EQ((q − 1, q]) (4.13)

so that

IQIi (T ) =

∫ i+1

i

EQ((q − 1, q])TEQ((q − 1, q])dq (4.14)

Though the measurement is not repeatable, it is, for instance, 1−repeatable:

tr[E(Ii,1IQIi (T )] = tr[IQ(Ii)(T )] (4.15)
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This follows from the observation that Ii,1 = Ii−1 ∪ Ii ∪ Ii+1 and EiEi,1 = Ei
so that the left hand side of (1.4.15) becomes tr[TE(Ii,1)E(Ii)] = tr(TEi].

Finally we investigate the repeatability question for a phase space observable
G (1.3.52). For simplicity assume that the generating operator is a projection
P [ξ], and denote T ξqp = P [Wqpξ] Then the following is a (completely positive)
covariant, G−compatible state transformer:

IGZ (T ) =
1

2π

∫
Z

T ξqpTT
ξ
qpdqdp =

1

2π

∫
Z

tr[T ξqpT ]T ξqpdqdp (4.16)

Application of the Paley-Wiener theorem shows that this phase space state
transformer cannot be δ−repeatable. Neither can it be ε−preparatory. How-
ever, for given ε one can always choose a δ such that this state transformer
is (ε, δ)−repeatable [4.7]. In Sections 1.6.2 and 1.7.3.7 the state transformer
(1.4.16) will be recovered from realistic models of joint position-momentum
measurements.

4.2 Pairs of observables

Some observables of a physical system, such as the energy of a hydrogen atom
and one of its angular momentum components, can be measured together,
while others cannot. Examples of such noncoexistent observables are any
two angular momentum components, or pairs of canonically conjugate ob-
servables. The non- coexistence of pairs of observables and its possible relax-
ation are central issues of quantum mechanics and its interpretation. Recent
experimental advances have?provided the means to perform joint measure-
ments of complementary properties of individual objects, like neutrons or
photons. It is therefore rewarding to see how these new possibilities are an-
ticipated in the notion of coexistence, and how they can be explained with
unsharp joint observables.

4.2.1 Coexistent observables.

The notion of coexistence was introduced as a probabilistic expression of the
joint measurability of two or more observables (cf. Section 1.2.2.2). We shall
now elaborate on the measurement-theoretical content of this concept.

In order to measure jointly two observables E1 and E2 of a system S, there
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must be one single measurementM which allows one to collect the measure-
ment outcome statistics of both observables. In the language of the quantum
theory of measurement this means that there is an apparatus A, initially in a
state TA, a pointer observable PA, and a measurement coupling V such that
for any initial state T of S,

pE1
T (X) = pPARA(V (T ⊗ TA))(f

−1
1 (X) for all X ∈ F1

pE2
T (Y ) = pPARA(V (T ⊗ TA))(f

−1
2 (Y ) for all Y ∈ F2 (4.17)

where f1 : ΩA → Ω1 and f2 : ΩA → Ω2 are suitable pointer functions relating
the pointer readings to the values of E1 and E2, respectively. If E is the
observable defined by M then one has

E1 = E ◦ f−1
1 , E2 = E ◦ f−1

2 (4.18)

This shows that E1 and E2 are coexistent, and they are in fact coarse-grained
versions of E. Conversely if two observables E1 and E2 are coexistent, with
a joint observable E, then any measurement of E is a joint measurement of
E1 and E2 in the sense just described.

There is another intuitive idea of joint measurability which refers to the pos-
sibility of performing order independent sequential measurements. It was
shown in Section 1.2.3.2 that whenever for some E1− and E2-measurements
the composite state transformers I12 and I21 are equivalent, then the ob-
servables are coexistent. On the other hand it appears that the existence
of order-independent sequential measurements is not guaranteed by coexis-
tence. It may be noted that the two notions of joint measurability coincide
when E1 and E2 are discrete sharp observables. In that case the respec-
tive Lüders state transformers [given in (1.2.3.10)] are indeed?commutative:
I1
L ◦ I2

L = I2
L ◦ I1

L. Finally we note that both formalizations of joint mea-
surability can be relaxed so as to apply only with respect to a certain subset
of possible initial preparations, or to some coarse-grained versions of the
observables in question.

4.2.2 Examples.

Let us consider two coexistent sharp observables, represented by the commut-
ing self-adjoint operators A =

∑
i aiPi and B =

∑
j bjRj. A joint observable

for A and B is given by the PV measure (i, j) 7→ PiRj. The associated Lüders
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measurement, I)L,Z(T ) =
∑

(i,j)∈Z PiRjTPiRj is a joint measurement of A

and B in the sense of Eq. (1.4.17), and it satisfies If IAL ◦IBL = IBL ◦IAL = IL.

That the order independence of sequential measurements of a pair of ob-
servables A and B is rather exceptional can be illustrated with reference to
state transformers of the form (1.2.53). The resulting sequential state trans-
formers are not order independent and do not define a joint observable. On
the contrary they define smeared versions of A and B. For instance, choos-
ing a measurement of A by fixing Xi = {ai} in (1.2.53) and an arbitrary
B−measurement, one finds the observable associated with IB ◦ IA to be
X × Y mapstoIAX ∗ (EB(Y )) =

∑
ai∈X p

B
Ti

(Y )Pi. Clearly this differs from the
joint observable associated with the joint Lüders measurement.

The canonically conjugate position Q and momentum P of an elementary
system are the most prominent pair of noncommuting observables. Their
strong non-coexistence derives from the fact that Q and P are complemen-
tary and has been often related to the uncertainty relation. In order to clarify
the connections between these features .of position and momentum we need
to study the coexistenceproperties of these observables.

The strong noncommutativity of position and momentum is expressed in the
fundamental exchange, relation

QP − PQ = iI (4.19)

This relation has induced a manifold of investigations, starting with Werner
Heisenbergs historic papers of 1925 and 1927 and culminating in a recent
monograph by Sakai [4.8]. Furthermore position and momentum are totally
noncommutative in the sense that their commutativity domain is the null
space,

com(Q,P ) = {0} (4.20)

This is equivalent to the fact that Q and P have a joint probability in no
state, that is, the mapping

X × Y 7→ tr[TEQ(X) ∧ F P (Y (] (4.21)

does not extend to a probability measure on R2 for any state T . Hence these
observables can be measured together in no state, and all of their sequential
measurements are order dependent. In spite of their extreme noncoexistence,
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Q and P do have coexistent coarse-grainings, and some of the smeared ver-
sions are even informationally equivalent to the sharp quantities.

Let f and g be any two bounded functions on the real line R. The bounded
self-adjoint operators f(Q) and g(P ) are coarse-grained versions of the sharp
position and momentum observables. Such observables may be coexistent.
Indeed

f(Q)g(P )− g(P )f(Q) = O (4.22)

whenever f and g are both periodic functions with minimal periods α, β sat-
isfying 2π/αβ ∈ Z\{0} [4.9]. Hence such f(Q) and g(P ) can be measured
together. The physical relevance of this result is well-known in crystallog-
raphy. The electrons in a crystal can be confined arbitrarily close to the
atom sites and yet their momenta may be well concentrated at the recipro-
cal lattice points. The position and momentum of an electron are thereby
determined simultaneously modulo the crystal periodicity.

In the previous section we investigated various state transformers associated
with position measurements with the aim to achieve some weakened repeata-
bility. These state transformers can be applied to provide examples of se-
quential position- momentum measurements. Consider first a Q−compatible
state transformer of the form (1.4.7). When combined sequentially with any
momentum measurement, it leads to the following sequential joint observ-
able:

X × Y 7→ (IQX) ∗ (F P (Y )) =
∑

pPTi(Y )EQ(X ∩ Ii) (4.23)

If one performs first a momentum measurement of similar type, and then any
position measurement, the resulting sequential joint observable is

Y ×X 7→ (IPY ) ∗ (EQ(X)) =
∑

pQTj(X)F P (Y ∩ Ij) (4.24)

The marginal observables are X 7→ EQ(X) and Y 7→
∑
pPTi(Y )EQ(Ii) in the

first case, and Y 7→ F P (Y ) and X 7→
∑
pQTj(Y )F P (Ij) in the second case.

Evidently these two sequential measurements are not equivalent so that the
sequential joint observables are no joint observables in the sense of coexis-
tence. Position and momentum observables are not coexistent as long as one
of them is a sharp quantity.

A more interesting and more realistic case arises from the measurement
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(1.4.11) of the unsharp position Ee. The sequential joint observable obtained
when this measurement is followed by any (sharp) momentum measurement
is

X × Y 7→ (IQX) ∗ (F P (Y )) =

∫
X

K∗qF
P (Y )Kqdq (4.25)

The marginals of this sequential joint observable are

X 7→
∫
X

K∗qKq = Ee(X) (4.26)

with e(q) = λ|φ(−λq)|2, and

Y 7→
∫
R
K∗qF

P (Y )Kqdq = F f (Y ) (4.27)

with f(p) = 1
λ

∣∣∣φ̂ (− p
λ

)∣∣∣2. This result exhibits some important features. First

of all it shows that unsharp position Ee and unsharp momentum F f , with
their Fourier related confidence functions e and f , are coexistent. Any mea-
surement of the observable (1.4.25) is a joint measurement of these observ-
ables, meaning that it yields the same statistics as the above sequential un-
sharp position-sharp momentum, or unsharp momentum-sharp position mea-
surement. It can be shown that the observable (1.4.25) is actually a phase
space observable G of the form of Eq. (1.3.52), with P [φ] as the generating
density operator.

4.2.3 Complementary observables.

Like the concept of coexistence, the notion of complementary observables
has both probabilistic and measurement theoretical aspects. The mutual
exclusiveness associated with the term complementarity refers to the pos-
sibilities of predicting measurement outcomes, as well as to the value de-
terminations. Both of these aspects were discussed already by Niels Bohr
and Wolfgang Pauli. We shall review below two formalizations, referred to
as (measurement-theoretical) complementarity and probabilistic complemen-
tarity. The former implies noncoexistence. In the case of sharp observables
the two formulations turn out equivalent. However, for unsharp observables
the measurement-theoretical notion of complementarity is stronger than the
probabilistic one. This fact opens up the possibility that probabilistically
complementary observables can be coexistent, and it offers an explanation
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for the simultaneous measurability of complementary?observables, like posi-
tion and momentum, which has recently become a subject of experimental
investigations (Section 1.7.4).

The predictions of measurement outcomes for two observables are mutually
exclusive if probability one for some outcome of one observable entails that
none of the outcomes of the other one can be predicted with certainty. Ob-
servables E1 and E2 are called probabilistically complementary if they share
the following property:

pE1
T (X) = 1⇒ 0 < PE2

T (Y ) < 1

pE2
T (Y ) = 1⇒ 0 < PE1

T (X) < 1 (4.28)

for any state T and all bounded sets X ∈ F1, Y ∈ F2 with E1(X) 6= I 6=
E2(Y ).

Assume that for observables E1 and E2 the probabilities pE1
T (X) and PE2

T (Y )
both equal one for some state T and some sets X and Y . This entails
E1(Xϕ = ϕ and E2(Y )ϕ = ϕ for some unit vector ϕ, that is, P [ϕ] ≤ E1(X)
and P [ϕ] ≤ E2(Y ). In that case E1(X) and E2(Y ) have a nonzero lower
bound. If these effects are projection operators, then E1(Xϕ = ϕ and
E2(Y )ϕ = ϕ holds exactly when ϕ ∈ E1(X)(H) ∩ E2(Y )(H). Treating
similarly the two other cases excluded by (1.4.28), one observes, first of all,
that the probabilistic complementarity of a given pair of sharp observables
is equivalent to the disjointness of their spectral projections:

E1(X) ∧ E2(Y ) = O

E1(X) ∧ E2(Ω2\Y ) = O (4.29)

E1(Ω1\X) ∧ E2(Y ) = O

for all bounded sets X,Y with O 6= E1(X) 6= I, O 6= E2(Y ) 6= I. The above
considerations also show that for unsharp observables condition (1.4.29) al-
ways implies (1.4.28), but need not be implied by that. We take (1.4.29)
as the formal definition of the complementarity of observables E1 and E2.
Thus any two complementary observables are also probabilistically comple-
mentary, but not necessarily vice versa.

The prototypical pair of complementary observables are the canonically con-
jugate sharp position and momentum observables Q and P . On the other
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hand, among the unsharp position and momentum pairs, which are all prob-
abilistically complementary, there are coexistent pairs, thus breaking the
complementarity. We return to this example subsequently.

We mention in passing that in the literature one finds yet another version
of complementarity which we shall term value complementarity [4.10]. This
refers to the case when certain predictability of some value of E1 implies that
all values of E2 are equally likely. This concept is not rigorously applicable in
the case of continuous observables as these have no proper eigenstates. Nev-
ertheless it is applied also to position and momentum in the intuitive sense
that, e.g., a sharp momentum (plane wave) state goes along with a uniform
position distribution’. Examples of value complementary observables are or-
thogonal spin components sx, sy, or the canonically conjugate spin and spin
phase (cf. Section 1.3.3.4), or the number and phase observable (cf. Section
1.3.5.1). In the last two cases it is clear that a sharp spin or number value en-
tails the uniform distribution for the (bounded continuous) phase observable.
Conversely, however, the phase states are nonorthogonal in both cases and
improper in the latter so that there is no sharp phase value in any state. Like
(measurement theoretical) complementarity, value complementarity implies
probabilistic complementarity. But value complementarity does not compare
to complementarity. Indeed any pair of spin components is complementary
but not value complementary unless the pair is orthogonal; and the spin and
spin phase pair Esz , S is value complementary but not complementary: for
any eigenstate ϕm of sz there is a positive number λ < 1 such that λP [ϕm]
is a lower bound to P [ϕm] as well as to any (nonzero) S(X). This follows
from the fact that λP [ϕm] is a lower bound of an effect a for some positive
λ exactly when ϕ is in the range of

√
a; in the present case of a = S(X) this

range is the whole Hilbert space since for any state 0 < 〈ϕ |S(X)ϕ〉 < 1.

Consider a pair of observables E1 and E2 which are probabilistically comple-
mentary but coexistent. Let E be a joint observable, so that for any X ∈ F1,
E1(X) = E(ZX) for some ZX ∈ F , and for any Y ∈ F2, E2(Y ) = E(ZY )
for some ZY ∈ F . Let I be any E−compatible state transformer, repre-
senting thus a joint measurement of E1 and E2. Assume that this mea-
surement is repeatable. Let X and Y be any two bounded sets for which
O 6= E1(X) 6= I and O 6= E2(Y ) 6= I, and let T be a state for which
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pE2
T (Y ) 6= 0. If TY := IZY (Y )/pE2

T (Y ), we have pE2
TY

(Y ) = 1, and

pE1
TY

(X)tr[IZX (TY )] = pE2
T (Y )−1tr[IZX∩ZY (T )] (4.30)

If tr[IZX∩ZY (T )] = 0, then pE2
TY

(Y ) = 1 and pE1
TY

(X) = 0, which is excluded
by the second line of Eq. (1.4.28). On the other hand if tr[IZX∩ZY (T )] 6= 0,
then in the state T ′ := IZX∩ZY (T )/pET (ZX ∩ ZY ) one has pE1

T ′ (X) = 1 and
pE2

T ′ (Y ) = 1, which is again excluded by (1.4.28). It follows that I cannot be
repeatable, and we have the following result.

M4. Probabilistically complementary observables do not admit any repeatable
joint measurements.

Consider now a pair of complementary observables E1 and E2. Conditions
(1.4.29) then imply that these observables cannot be coexistent. Indeed
assuming they were coexistent, let E be a joint observable. By the addi-
tivity of measures, and with the above notations, E(ZX ∪ ZY ) + E(ZX ∩
ZY ) = E(ZY ) + E(ZX) = E1(X) + E2(Y ), for all X and Y . If X and
Y are bounded sets for which O 6= E1(X) 6= I, and O 6= E2(Y ) 6= I,
then, by the first line of equation (1.4.29), E(ZX ∩ ZY ) = O. Therefore
E1(X) ≤ E(ZX ∪ ZY ) − E2(Y ) ≤ I − E2(Y ), which contradicts the second
line of (1.4.29). Hence we have established the following.

M5. Complementary observables do not admit any joint measurements. Nei-
ther do they have any order independent sequential measurements.

Let I1 and I2 be state transformers compatible with E1 and E2, respec-
tively. Assume that for some sets X and Y there is an operation Φ such
that Φ ≤ I1 and Φ ≤ I2. Such an operation is called a test of the effects
E1(X) and E2(Y ). It would allow one to construct a measurement (state
transformer) which provides some probabilistic information on both E1(X)
and E2(Y ). We say that two state transformers are mutually exclusive if no
such operation exists, that is, if

I1,X ∧ I2,Y = 0

I1,X ∧ I2,Ω2\Y = 0 (4.31)

I1,Ω1\X ∧ I2,Y = 0

for all bounded sets X, Y for which neither I1,X nor I2,Y is a maximal op-
eration. The following is then a measurement theoretical characterization of
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the complementarity.

M6. Two observables are complementary if and only if any of their associated
state?transformers are mutually exclusive.

This result sharpens (M5):

M7. Noncoexistent observables do not admit any joint measurements. Com-
plementary observables do not admit any joint tests.

4.2.4 Coupling properties of position and momentum.

The canonically conjugate position and momentum observables Q and P ,
represented as a Schrodinger couple, are Fourier equivalent physical quan-
tities [Eq. (1.3.39)]. This fundamental connection, which results from the
Galilei covariance of the localization observable, is the root of the many im-
portant coupling properties known for these observables. Some of them were
already discussed in the previous sections and in?Section 3. In view of their
relevance to the question of the joint measurability of position and momen-
tum, we collect all these results here.

The basic coupling properties are, of course, the commutation relation

QP − PQ = iI (4.32)

which holds on a dense domain, and the uncertainty relation?

∆(Q,ϕ)∆(P, ϕ) ≥ 1

2
(4.33)

which holds for all unit vectors ϕ.

The Fourier relation P = U−1
F QUF extends also to the spectral measures, so

that one has F P (Y ) = U−1
F EQ(Y )UF for all Y ∈ B(R). Thus if EQ(X)ϕ = ϕ

and F P (Y )ϕ = ϕ for some vector ϕ, then, using the Schrodinger represen-
tation, the function go vanishes (almost everywhere) in R\X and its Fourier
transform ϕ̂ vanishes (almost everywhere) in R\Y . According to the iden-
tity theorem for analytic functions, the Fourier transform of a compactly
supported function cannot vanish on any subset of R of positive measure un-
less it vanishes identically. Therefore the following relations for the spectral
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projections of a Schrodinger couple (Q,P ) are obtained:

EQ(X) ∧ F P (Y ) = O

EQ(X) ∧ F P (R\Y ) = O (4.34)

EQ(R\X) ∧ F P (Y ) = O

for all bounded X, Y ∈ B(R). These relations show the complementarity of
Q and P both in the sense of (1.4.28) and (1.4.29). It may be of interest to
note that EQ(R\X) ∧ F P (R\Y ) 6= O for ll bounded X and Y [4.11].

The uncertainty relations (1.4.33) as well as the complementarity (1.4.34) of
Q and P imply their total noncommutativity :

com(Q,P ) =
⋂

X,Y ∈B(R)

com(EQ(X), F P (Y )) = {0} (4.35)

This is obvious from (1.4.34) but it follows also from (1.4.33) [4.12]. In spite
of their strong noncommutativity, Q and P do have commuting spectral
projections:

EQ(X)F P (Y ) = F P (Y )EQ(X) (4.36)

whenever X and Y are periodic (Borel) sets of type X = X + 2π/a and
Y = Y + a [4.13]. This is another way of expressing the fact that Q and
P admit coexistent coarse-grainings f(Q) and g(P ) for periodic functions f
and g, stated in (1.4.22).

4.2.5 The Heisenberg interpretation of the uncertainty relations.

Position and momentum are complementary observables and cannot be mea-
sured together. Nevertheless Werner Heisenberg (1927) maintained that
these observables can be simultaneously determined provided that the mea-
suring accuracies are in accordance with the uncertainty relations. This in-
terpretation was often?criticized on the grounds that the uncertainty relation
is, in the first instance, a statistical scatter relation, showing only that in any
state the measurement statistics of position and momentum are correlated
according to (1.4.33). On the other hand the introduction of phase space ob-
servables (Section 1.3.2.4) provides the basis for a conceptually sound formu-
lation of Heisenbergs interpretation, which will?in fact obtain a detailed op-
erational justification in terms of a position-momentum measurement model
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(Section 6.2). Formally the key in solving the dilemma of measuring together
complementary observables lies in the fact that the strict complementarity
(1.4.29) can be broken by introducing a sufficient degree of measurement in-
accuracy. The resulting unsharp observables may be coexistent. For position
and momentum this is the case when the measuring inaccuracies satisfy the
Heisenberg?inequality. While such unsharp observables are no more comple-
mentary and can be measured together, they always remain probabilistically
complementary so that their predictions are mutually exclusive.

A phase space observable (1.3.52) has the unsharp position Ee and the un-
sharp momentum F f as marginal observables, which are thereby coexistent,
so that the Fourier related confidence functions e and f satisfy the inequality

∆(e) ·∆(f) ≥ 1

2
(4.37)

Being coexistent observables, Ee and F f cannot be complementary. This can
also be seen directly since for any sets X and Y

Gξ(X × Y ) ≤ Gξ(X × R) ≤ Ee(X)

Gξ(X × Y ) ≤ Gξ(R×X) ≤ F f (Y ) (4.38)

Assume that for some bounded sets X and Y the probabilities tr[TEe(X)]
and tr(TF f (Y )] were both equal to one for some state T . This would imply
that both T (q, q) and T̂ (p, p) have bounded supports, which is excluded.
Hence Ee and F f are probabilistically complementary observables, whether
coexistent or not.

4.2.6 Coexistence of complementary spin observables.

The unsharp spin (component) observables of a spin−1/2; system introduced
in Section 1.3.3.3 are generated by effects of the form (1.3.112),

F (±a) =
1

2
(I ± a · σ) , ‖a‖ ≤ 1 (4.39)

Such observables arise as smeared versions of sharp spin observables. The
degree of smearing is characterized by the parameter 1−λ (with λ = ‖a‖ ap-
pearing in the nondiagonal elements of the stochastic matrix (III.3.43). The
same parameter determines the degree of unsharpness ε := 1 − 1

2
(1 + λ) =
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1
2
(1 − λ), where the larger eigenvalue of F (a), 1

2
(1 + λ), can be interpreted

as the maximal available degree of reality of that effect.

Pairs of unsharp observables of the form (1.4.39) are probabilistically com-
plementary but in general not complementary. We shall derive a simple
geometric criterion for the coexistence of such observables by evaluating
the coexistence conditions for pairs of effects (Section 1.2.2.2). To ensure
the coexistence of the effects F (a1) and F (a2), one needs to find an effect
G = γF (c) such that

O ≤ γF (c) , γF (c) ≤ F (a1) , γF (c) ≤ F (a2)

F (a1)+F (a2)− γF (c) ≤ I (4.40)

Taking into account that αF (a) ≤ βF (b) is equivalent to ‖βb−αa‖ ≤ β−α,
this system of inequalities is equivalent to the following one:

‖γc‖ ≤ γ , ‖a1 − γc‖ ≤ 1− γ , ‖a2 − γc‖ ≤ 1− γ
‖a1 + a2 − γc‖ ≤ γ (4.41)

Let us denote by S(a, r) the closed ball with radius r and center point a.
Then (1.4.41) can be rewritten as follows:

γc ∈ S(a1, 1− γ) ∩ S(a2, 1− γ) ∩ S(a1 + a2, γ) ∩ S(o, γ) (4.42)

The intersection of the first two balls is nonempty exactly when γ ≤ 1 −
1
2
‖a1 − a2‖, while the intersection of the last two balls is nonempty if and

only if γ ≥ 1
2
‖a1 + a2‖ Thus the coexistence of F (a1) and F (a2) implies the

inequality 1
2
‖a1+a2‖ ≤ 1− 1

2
‖a1−a2‖. Conversely the validity of this relation

entails the existence of some γ satisfying the preceding two inequalities. In
turn these ensure that co := 1

2
(a1 + a2) is in the intersection of all four balls.

Taking for γ the norm of this vector and defining c := co/‖co‖, one has
satisfied (1.4.42). We have thus established the following result.

M8. The unsharp spin−1/2 properties F (a1) and F (a2) are coexistent if and
only if

‖a1 + a2‖+ ‖a1 − a2‖ ≤ 2 (4.43)

If ‖a1‖ = 1, say, so that F (a1), is a projection, then (1.4.43) is fulfilled exactly
when a2 = ±‖a2‖a1, that is, F (a2) commutes with F (a1). This confirms
the general result that the coexistence of two observables amounts to their
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commutativity if one of them is a sharp observable. For the coexistence of
two noncommuting unsharp observables a sufficient degree of unsharpness is
required so that the value of ai‖, which determines the maximal degree of
reality, must not be too close to unity.

A joint observable for a pair of coexistent effects F (a1), F (a2) can be easily
constructed. For example, the following set of effects will do:

Gik := αikF

(
1

αik

1

2
(ai + ak)

)
(4.44)

where ai is one of a1, a1̄ = −a1, and ak is either a2 or a2̄ = −a2. The factor
αik can be taken to be 1

2
(1+a1 ·a2). It is readily verified that (1.4.43) ensures

the positivity of all Gik, and that e.g. F (a1) = G12 +G12̄. Joint observables
of this form can be realized in concrete experimental schemes such as the one
described in Section 1.7.2.

Another type of joint observable is given by the covariant observable (III.3.32).
Splitting the sphere S2 into two hemispheres with the respective poles ±n,
thus choosing Z± = S2

±, and taking into account the rotation invariance
of µ and the normalization µ(S2) = 2, one obtains a two-valued marginal
observable,

Ms(S
2
±) =

1

2
[I ± 1

2
n · σ] = F

(n)
± (4.45)

This is an unsharp spin observable, with unsharpness parameter ε = 1
4
.

In other words, the covariant POV measure Ms is a joint observable for
the whole family of smeared spin observables characterized by this value of
unsharpness.

4.3 Measurements and conservation laws

The fundamental theorem of quantum measurement theory (Section Il.3.3)
ensures the measurability of every observable of a quantum system. This
is an abstract result which furnishes the formal basis of measurement the-
ory, but which must be qualified in view of further restrictions arising in
concrete quantum theory due to the actual physical laws governing mea-
surement processes. A particular instance of such constraints is given by
the universal conservation laws. For example if the total momentum of an
object-apparatus system is a conserved quantity during the measurement
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interaction, then a position measurement should not alter at all the total
momentum distribution. However, due to the strong noncommutativity of
the involved quantities, this is hardly possible, except in an approximate way.
Such limitations on measurability were discovered by Wigner [4.14] and later
put in the form of a theorem by Araki and Yanase [4.15]. More recent inves-
tigations into this subject can be found, for instance, in [2.13, 4.16-4.20]. The
limitation in question is typically formulated as a no-go verdict, which is then
circumvented on the basis of some more or less intuitive idea of approximate
measurement. We shall show that the ensuing models can be described as
measurements of some unsharp observables.

4.3.1 Repeatable measurements and conservation laws.

We present first the original result of Araki and Yanase [4.15] in a slightly
modified form. This result applies only to discrete sharp observables, delim-
iting the feasibility of repeatable measurements. Let E : i 7→ Ei, be a PV
measure, with (ϕij) being an orthonorrnal basis of H consisting of eigenvec-
tors of E; Ei =

∑
j P [ϕij] for each i. Consider a measurement M of the

observable E, the unitary measurement coupling U : H ⊗ HA → H ⊗ HA
arising from the evolution of the composite system S + A. Further let the
bounded self-adjoint operator L := LS ⊗ IA + IS ⊗ LA correspond to a con-
served quantity of the object-apparatus system so that [L,U ] = O.

If the measurement M is repeatable, then [LS , Ei] = O for all i. This is to
say that LS and E are coexistent. In fact for any pair of indices (i, j) and
(k, l),

〈ϕij ⊗ φ |L(ϕij ⊗ φ)〉 = 〈ϕij |LSϕij〉+ δikδjl 〈φ |LAφ〉 (4.46)

On the other hand using the relations LU = UL and U∗U = I one obtains

〈ϕij ⊗ φ |L(ϕkl ⊗ φ)〉 = 〈U(ϕij ⊗ φ) |LU(ϕkl ⊗ φ)〉 (4.47)

= 〈U(ϕij ⊗ φ) |LS ⊗ IAU(ϕij ⊗ φ)〉+ 〈U(ϕij ⊗ φ) | IS ⊗ LAU(ϕkl ⊗ φ)〉

According to the calibration condition, the first term on the last line equals
zero whenever i 6= k. Further if the measurement is repeatable, then also the
second term vanishes for i 6= k. Therefore the above two equations lead to
the following identity:

〈ϕij |LSϕkl〉 = δik 〈ϕij |LSϕkl〉 (4.48)
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But then, for any n = 1, 2, .....,

〈ϕij | (LSEn − EnLS)ϕkl〉 = (δnk − δni) 〈ϕij |LSϕkl〉 (4.49)

which shows that E commutes with LS . We summarize this discussion in
the following theorem.

M9. If a sharp observable admits a repeatable measurement then it commutes
with?any bounded additive conserved observable of the object-apparatus sys-
tem.

This result, known as the Wigner-Araki-Yanase theorem, is a further restric-
tion of the possibility of repeatable measurements. By now we have found
that any sharp observable admits a repeatable measurement only if it is dis-
crete and if it is coexistent with any bounded additive conserved quantity of
the object-apparatus system. Since the work of Wigner [4.14], it is known
that this verdict has important bearings, for instance, on spin measurements.
However, it has largely remained an open question whether the correspond-
ing limitation pertains also to the measurement of continuous observables or
whether it holds in the case of unbounded conserved quantities. As a partial
result it has been shown that theorem (M9) extends to unbounded additive
conserved quantities whose spectra have finite degeneracy [4.16]. This covers
the important case of angular momentum conservation. Another important
test case for continuous observables is the measurement of position in view
of momentum conservation to be studied in a model in Section 1.4.3.3. But
first we shall revisit Wigners analysis of spin measurements.

4.3.2 Spin measurements and rotation invariance.

Spin measurements and rotation invariance. Let us consider a Lüders mea-
surement of the spin component s1 = 1

2
P [ϕ+]− 1

2
P [ϕ−] of a spin−1/2 object,

given by the mapping

UvNL : ϕ⊗ φ =
∑
k=+,−

ckϕk ⊗ φ 7→
∑
k=+,−

ckϕk ⊗ φ (4.50)

for some φ, ϕ+, ϕ− ∈ HA. This measurement does not respect the con-
servation of the third component of the angular momentum of the object-
apparatus system (Sec. 1.1.1.3). Therefore one may try to modify (1.4.50)
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as follows:

ϕ+ ⊗ φ→ ϕ+ ⊗ χ+ + ϕ− ⊗ η
ϕ− ⊗ φ→ ϕ− ⊗ χ− + ϕ+ ⊗ η (4.51)

where 〈χ+ |χ−〉 = 〈χ+ | η〉 = 〈χ− | η〉 = 0. Thus in addition to the spin-up
and spin-down pointer states χ+, χ−, there is a third pointer state indicating
an indeterminate spin, and this can be chosen so as to satisfy the conservation
law. Denoting φ± = χ±/‖χ±‖, φo = η/‖η‖, ‖η‖2 = ε, ‖χ±‖2 = 1 − ε the
above transformations can be extended by linearity into a unitary mapping:

U : ϕ⊗ φ 7→
√

1− ε
∑
k=+,−

ckϕk ⊗ φk +
√
ε
∑
k=+,−

ckϕ−k ⊗ φo (4.52)

The spin effects Fk determined by this coupling and the three-valued pointer
observable k 7→ P [φk] are

F+ = (1− ε)P [φ+] , F− = (1− ε)P [φ−] , Fo = εI (4.53)

The change of the spin state of the object caused by this measurement is
given by the state transformer k 7→ Ik, with

I+P [ϕ] = (1− ε)| 〈ϕ+ |ϕ−〉 |2P [ϕ+]

I−P [ϕ] = (1− ε))| 〈ϕ− |ϕ+〉 |2P [ϕ−] (4.54)

IoP [ϕ] = εσ2P [ϕ]σ2

These results show that the limiting case of a repeatable measurement can
be approximated by making ε small. The following model demonstrates that
a spin measurement may be achieved in conformance with the conservation
of all components of the total angular momentum, and with arbitrarily small
measurement inaccuracy.

In this model the spin of a particle is coupled with its orbital angular mo-
mentum via the rotation invariant spin-orbit coupling:

H = λL · s (4.55)

Monitoring an appropriate orbital angular momentum quantity of the par-
ticle amounts to measuring a coarse-grained version of the corresponding
spin component. For simplicity We therefore specify the apparatus Hilbert
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space to be the angular part of the configuration space spanned by the or-
bital angular momentum eigenstates φl,m of L2 and L3, l = 0, 1, ....; m =
−l,−l + 1, ...., 0, ....l. If Ψ(0) = (c+ϕ + +c−ϕ−) ⊗ φl,0 is the initial object-
apparatus state, then its final state Ψ(τ) ≡ UτΨ(0) = e−iτHΨ(0) assumes
the form

Ψ(τ) = α(τ)Ψ(0) + β(τ)[c+ϕ− ⊗ φl,1 + c−ϕ+ ⊗ φl,−1]

α(τ) =
l + 1

2l + 1
e
i
2
λlτ +

l

2l + 1
e−

i
2
λ(l+1)τ (4.56)

β(τ) =

√
l(l + 1)

2l + 1

{
e
i
2
λlτ − e−

i
2
λ(l+1)τ

}
The first part of Ψ(τ) comes essentially from an identity transformation,
while the second part takes care of some angular momentum exchange.

Assume now that the pointer observable consists of the effects B which are
diagonal in the φl,m basis:

B =
∑
m

bmP [φl,m] (4.57)

The corresponding measured spin effects F are then of the form

F = b1|β|2P [ϕ+] + b−1|β|2P [ϕ−] + bo|α|2I (4.58)

By considering the pointer observable as an unsharp observable, one can in
principle circumvent the potential objection that Wigners problem reappears
on the level of the apparatus system: in view of angular momentum conserva-
tion, an angular momentum observable of the apparatus cannot be measured
in a strict sense of a repeatable measurement. However, for the sake of sim-
plicity we only consider the sharp L3−observable as the pointer observable,
thus choosing the pointer effects?B from the collection of the spectral pro-
jections P [φl,m] of L3 (for fixed l). The corresponding spin effects are thus

F+ = |β|2P [ϕ+] , F− = |β|2P [ϕ−] , Fo = |α|2I (4.59)

This observable is of the same form as the spin observable (1.4.53) derived
from the approximate measurement scheme (1.4.52).

In order to make the measuring error small, one must require |α|2 � 1. But

|α|2 = 1− |β|2 = 1− 2
l(l + 1)

(2l + 1)2

[
1− cos

(
1

2
λ(2l + 1)τ

)]
(4.60)
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which can be made small only by putting cos
(

1
2
λ(2l + 1)τ

)
= −1; in that

case,
|α|2 = (2l1)−2 (4.61)

Thus the larger the initial angular momentum l of the apparatus, the better
the accuracy of the spin measurement will be.

4.3.3 Position measurements and momentum conservation.

The position of an object is a continuous quantity and does not therefore
admit any repeatable measurements. In addition the momentum observable,
which would have to be taken into account as a conserved quantity, is un-
bounded. Therefore the Wigner-Araki-Yanase theorem is not applicable to
position measurements, nor is its proof easily adapted to this situation. In
lack of a general theory we shall be content with illustrating the involved
problems with the position measurement model studied in Sections 1.2.3.4
and 1.4.1.

We consider again the coupling U = e−iλQ⊗PA , which in conjunction with
the pointer observable QA determines an unsharp position Ee. The resulting
position measurement does not respect the momentum conservation. Indeed
if the total momentum of the object-probe system, P ′ := P ⊗ IA + I ⊗ PA,
were a conserved quantity, then it should commute with U ; equivalently, the
unitary operators Ua = e−iaP

′
should commute with U for any a ∈ R. One

finds instead:
UUa = e−iλQ⊗PAUaU (4.62)

Thus U cannot arise as part of any time evolution for the compound system
satisfying the momentum conservation. However, an appropriate modifi-
cation will do: instead of the operator Q in the above coupling one may
introduce the relative coordinate operator Q−QA to obtain

Û = exp

(
−iλ

2
[(Q−QA)PA + PA(Q−QA)]

)
(4.63)

Here, e.g., (Q−QA)P is a short-hand notation for (Q⊗ IA− I⊗QA)I⊗PA.
The conservation of the total momentum P ′ of the object-probe system is
ensured due to the commutativity P ′ with the relative coordinate:

ÛUa = UaÛ a ∈ R (4.64)
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The actually measured observable E still is an unsharp position:

E(X) = Ee(X) X ∈ B(R) (4.65)

now with the confidence function

e(q) = (eλ − 1)
∣∣φ(−(eλ − 1)q

∣∣2 x ∈ R (4.66)

Here φ denotes the initial probe state, and the pointer function f is chosen
such that f−1(X) = (1− e−λ)X.

The above model may be questioned in view of the fact that the reading of
the pointer observable QA requires again a measurement which should obey
the momentum conservation. This objection can be avoided by replacing
the pointer observable QA with an unsharp pointer observable EQA,g . If one
applies such a pointer observable instead of the sharp one, QA, the ensuing
measured observable is again an unsharp position Eh, but then with the
confidence function h = e ∗ g.

5 Uncertainty

An observable establishes a connection between the set of states and the
totality of probability distributions for the possible outcomes of a given ex-
periment. Accordingly there are two purposes a measurement can serve: to
determine the value of the measured observable; or to infer the object state
by analyzing the outcome statistics. The first goal presupposes either that
the observable to be measured does have a definite value that can be deter-
mined; or it requires the measurement to be repeatable so that it determines
the value in an active sense: the system is forced to assume such a value.
In other words satisfying the first goal amounts to determining the systems
future. If one does not want to limit oneself to this rather specialized class
of measurements, one is left with the latter goal of collecting statistical in-
formation about the state before measurement, thereby trying to determine
the systems past. This demand has led to adopting the probability repro-
ducibility condition as the minimal requirement for a process to qualify as
a measurement of some observable (Chapter III). The interplay between the
two goals of a measurement allows one to elucidate the indeterminacy, or un-
certainty, that pervades the world of quantum phenomena in various senses.
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Indeed quantum mechanics imposes fundamental limitations on both goals
and their optimization, some of which shall be outlined in this section.

The problem of state determination from the measurement outcome statistics
entails some issues which deserve a more detailed discussion. First extend-
ing the set of PV measures to all POV measures allows one to envisage a
relation between pairs of observables which can be rightfully characterized
as a general relation of coarse-graining (Section 1.5.1). One observable being
coarser than another corresponds to the different degrees of confidence in dis-
tinguishing between different states by comparing the respective probability
distributions. The optimal case of a one-to-one association between the states
and probability measures is realized whenever an observable is information-
ally complete (Section 2). There are various ways of characterizing optimal
state distinction procedures. It turns out that such measurements typically
involve unsharp observables. This result calls for a reflection on the degree of
disturbance needed in order that a measurement provides any?information
at all. The goals of optimizing the measurement information and minimizing
the state disturbance are mutually exclusive. This furnishes a novel form
of complementarity: that between the determinations of a systems past and
future (Section 1.5.3).

The state inference problem has been extensively studied from a practical
point of view [1.11,1.12] and is currently under intense investigation in con-
nection with quantum optical signal detection and quantum cryptography
(see, e.g., [5.1], [5.2]). This recent interest in fundamental features of quan-
tum mechanics coming from fairly practical needs has also established a link
with foundational research into new formulations of uncertainty relations.
Some novel measures of uncertainty, or confidence, are reviewed in Section
1.5.4.

5.1 Coarse-graining

From the operational point of view observables are representations of the
totality of probability distributions for measurement outcomes. Thus any
observable E, defined as a POV measure, induces a convex map VE that
associates with every state T a unique probability measure VE(T ) = pET
on the outcome space (Ω,F) of the measurement in question. Moreover if
VE = V ′E, then E = E ′. With regard to the perspective of probability theory
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we shall refer to VE as the classical embedding of the quantum states induced
by E.

One may alternatively base the definition of an observable on the notion of
a classical embedding. Indeed let us define a classical embedding as a linear
map

V : T (H)→M(Ω,F)

from the trace class operators into the space of σ−additive set functions
(measures) on a measurable space (Ω,F) with the following properties:

T ≥ 0⇒ V (T ) ≥ 0

V (T )(Ω) = tr[T ] (5.1)

Such a map sends states to probability measures. Moreover, for any X ∈ F)
the map T 7→ V (T )(X) is a bounded linear functional on T (H) and therefore
can be written as V (T )(X) = tr[TE(X)] with some bounded operator E(X)
Conditions (1.5.1) imply that E(X) is positive and bounded by I. This shows
that any classical embedding yields a unique observable E. The properties
of the map V correspond to spectral properties of E [5.3].

The classical embeddings V and the ensuing probability measures V (T ) pro-
vide coarse-grained descriptions of the quantum states T . It can be shown
that this terminology is in full accordance with a’proper generalization of the
conception of coarse-graining in the sense of partitionings [5.4]. In partic-
ular it turns out that the probability measures V (T ) and V (T ′) associated
with any two states T and T ′ are in general less distinct than the states
themselves (if measured in the trace norm and total variation norm metrics,
respectively). Furthermore it may happen that V (T ) = V (T ) for T 6= T ′.

Pairs of observables can be compared with respect to their state resolution
power. Consider two observables Ei on (Ωi,Fi), i = 1, 2, with the associated
classical embeddings Vi : T (H) → M(Ωi,Fi). We say that observable E2

is coarser than E1, E2 ≺ E1, if there exists a linear map W : M1 → M2,
where Mi := Vi(T (H)), such that probability measures are sent to probabil-
ity measures and V2 = W ◦V1. This corresponds to the commutativity of the
diagram shown in Figure 5.1. Sending probability measures to probability
measures, the map W is contractive; hence∥∥pE2

T − p
E2

T ′

∥∥
1

=
∥∥pE1

T − p
E1

T ′

∥∥
1

(5.2)
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Observable E1 leads thus to a better separation of states than E2. The rela-
tion ≺ shall be called (relative) coarse-graining.

Examples of relative coarse-grainings are given by partitionings of the out-
come space or smearings by means of confidence measures. In the first case,
let Ω = ∪iXi be a partition of Ω into mutually disjoint sets Xi ∈ F . The
collection P = (Xi) generates a subalgebra FP of F , and one may define a
map

WP : M(Ω,F)→M(Ω,FP)

m 7→ WP(m) := m|FP ) (5.3)

This is a linear transformation which sends probability measures to proba-
bility measures. If E1 is a POV measure on (Ω,F), then the POV measure
E2 on FP) associated with the classical embedding WP ◦ VE1 , is simply

E2 = E1|FP (5.4)

An analogous procedure applies if instead of FP one takes an arbitrary
sub−σ−algebra F ′ of F . An important instance of that is given by a POV
measure E which is a joint observable of two observables E1 and E2. The
marginals E1 and E2 are now coarse-grained versions of their joint observ-
able E since the algebras F1 and F2 can be identified with the subalgebras
F ′1 = {X × Ω2|X ∈ F1} and .F ′2 = {Ω1 × Y |Y ∈ F2}, respectively.
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A conditional confidence measure p(X,ω), ω ∈ Ω1, X ∈ F2, induces a map

Wp : M(Ω1,F1)→M(Ω2,F2)

m 7→ Wp(m) :=

∫
Ω1

p(·, ω)dm(ω) (5.5)

Starting with an observable E1 on (Ω1,F1), the coarse-grained observable E2

associated with the embedding Wp ◦ VE1 is then given by

E2(X) =

∫
Ω1

p(X,ω)dE1(ω) (5.6)

Smearing an observable with a confidence measure acquires therefore an in-
terpretation as relative coarse-graining. Convolutions like those transform-
ing sharp into unsharp positions are contained as special cases. Also taking
Ω1 = Ω2 = Ω, and F1 = F , F2 = FPand defining p(X,ω) = χX(ω) for
X ∈ FP , one recovers the partitioning procedure (1.5.3-1.5.4). More gen-
erally the restriction to a subalgebra can be described in terms of such a
deterministic confidence measure. For discrete sets Ω1 = Ω2 = mathbbN ,
say, one may substitute for p(X,ω) a stochastic matrix Λ := (λkl) to obtain
a map of discrete probability measures,

(WΛ(m)k) =

(∑
l

λklml

)
(5.7)

The relation between the discrete observables E1, E2, with VE2 = WΛ ◦ VE1 ,
is

E2(k) =
∑
l

λklE1(l) (5.8)

For instance, the map which effects the transition from the sharp photon
number observable to an unsharp one obtained in the beam splitter experi-
ment discussed in Section 1.1.1.2 is of this form. The notion of relative coarse-
graining of observables provides thus a unified description of the smearing
procedures of observables. In addition it offers an information theoretical
interpretation since the loss of information due to smearing is characterized
by the decreasing dissimilarity of probability measures.
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5.2 Informational completeness

An observable E is informationally complete if the classical embedding VE is
injective. The importance of such observables lies in the fact that their mea-
surement outcome statistics entail a unique state determination: pET = pET ′ ,
if and only if T = T ′. The corresponding measurements are called informa-
tionally complete as well. The notion of informational completeness can be
extended to any collection of effects or observables in an obvious way.

Informationally complete observables represent maximal elements among the
POV measures with respect to the relation ≺ in the following sense: if E(2) is
coarser than E(1) and if E(2) is informationally complete, then so is E(1). It is
a well-known fact of quantum mechanics that no sharp observable is informa-
tionally complete. More generally observables represented by commutative
POV measures cannot be informationally complete. In fact for a commuta-
tive POV measure E one has VE(P [ϕ]) = VE(P [eiE(X)ϕ]) for all ϕ and X;
but, if E(X) 6= λI, then P [ϕ] 6= P [eiE(X)ϕ] for some ϕ. Hence VE is not injec-
tive (except in the trivial case of the Hilbert space being one-dimensional).
Therefore any informationally complete observable E is necessarily totally
noncommutative: com(E) = {0} [5.5].

There is an important limitation concerning the measurability of informa-
tionally complete observables. Consider an observable E that admits a re-
peatable measurement; then E is discrete, E : i 7→ Ei, and each Ei has
eigenvalue 1. Any eigenvector ϕ, Eiϕ = ϕ, is in com(E) so that E cannot be
informationally complete. In other words an informationally complete mea-
surement cannot be repeatable. This is related to the fact that the injectivity
of a classical embedding VE excludes its being surjective, and vice versa [5.5].
In fact it can be shown that VE can only be surjective if E is discrete and all
E(X)(/∈ {O, I}) have both eigenvalues 1 and 0, so that repeatable measure-
ments are possible. On the other hand if VE is injective then no E(X) can
have both eigenvalues 1 and 0 together; this is to say that an informationally
complete observable E is unsharp in a strong sense. In particular there can
be no point measure in the range of VE. It turns thus out that the two mutu-
ally exclusive possible properties of a classical embedding, the injectivity and
surjectivity, reflect an important mode of complementarity manifesting itself
in the competing aims of determining the past and the future of a physical
system in quantum mechanics [5.6]. We summarize these facts as follows.
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IC. An informationally complete observable E has the following properties:

(1) E is totally noncommutative and therefore not a sharp observable;

(2) E admits no repeatable measurement;

(3) no effect in the range of E can have both eigenvalues 0 and 1;

(4) for no state T can the probability measure pET be a point measure;

(5) if E is coarser than an observable F , then F is informationally complete
as well.

We present now our major physical examples of informationally complete
spin quantities and joint position-momentum observables. This will also
demonstrate that informational completeness is not merely an interesting
theoretical possibility but on the contrary represents an important experi-
mental option. Informationally complete measurements are feasible.

Example 1. Consider a spin−1/2 system, with its associated Hilbert space
H = C2. Let ϕ, ψ be orthogonal unit vectors in H and define ηr :=

1√
2
(ϕ + irψ), r = 0, 1, 2, 3. The three pairs of projection operators P [ϕ],

P [ψ], P [η0], P [η2], and P [η1], P [η3] can be viewed as the spectral projections
of three mutually orthogonal spin components. Let ω1, ω2 and ω3 be positive
numbers which sum up to 1. The mapping i 7→ Ei on Ω = {1, 2, 3, 4, 5, 6},
with

E1 = ω1P [ϕ] E2 = ω1P [ϕ]

E3 = ω2P [η0] E4 = ω2P [η2] (5.9)

E5 = ω3P [η1] E6 = ω3P [η3]

defines a POV measure E whose range spans the whole space L(C2), so that
the mapping VE is injective. Note that this observable has the same structure
as the one corresponding to the compound spin measurement described in
Section 1.1.1.2.

A similar construction can be carried out in an infinite dimensional Hilbert
space showing that also in this case there do exist discrete observables which
are informationally complete [5.5].

Example 2. The informationally complete spin observable formulated above
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has a value space of six possible outcomes. Since a spin−1/2 state is uniquely
specified by a set of three real parameters, the minimal number of outcomes
for an informationally complete spin measurement must be four. It is not
hard to construct such observables. Clearly no sharp spin observable sâ is
informationally complete. (We write â for a unit vector, whereas a is a
vector with the norm ‖a‖ ≤ 1). The measurement outcome statistics of sâ
determine, in general, only the component â ·n of the vector n specifying the
state Tn. Thus for a full determination of the spin state of the system one
needs the measurement outcome statistics from three spin quantities sâ, sb̂
and sĉ associated with linearly independent orientations a, b, c. In particular
no complementary spin pair (sâ, sb̂) is informationally complete. However,
one may replace the pair (sâ, sb̂) with a pair of unsharp spin observables F a

and Fb, with the generating effects F a
± and Fb

± of the form (1.4.39), which
have a common informationally complete refinement G, a joint observable
of F a and Fb. In fact choosing a and b such that ‖a + b‖ + ‖a − b‖ < 2,
then F a and Fb are coexistent [result (M8), Section 1.4.2.6], and any effect
C ≡ γC(c), with 1

2
‖a + b‖ ≤ γ ≤ 1 − 1

2
‖a − b‖, and (a × b) · c 6= 0,

generates an informationally complete joint observable G, with the range
{O,C, F a

+−C,F b
+−C, I−F a

+−Fb
+ +C, I} [5.6]. In Sections 1.7.2 and 1.7.4.2

we present measurement schemes which realize such observables.

Example 3. The covariant spin observable M on S2,

M : Z 7→
∫
Z

Tzdµ(z) (5.10)

introduced in Section 1.3.3.3 is informationally complete. This is easily seen
as follows. Let Ti = 1

2
(I + ni · σ), i = 1, 2, be two states. Then tr[(T2 −

T1)M(Z)] = 0 holding for all sets Z on the sphere implies (n2−n1)·
∫
Z

zdµ = 0
for all Z. Picking Z = Zk to be polar caps around the three mutually or-
thogonal directions of ek gives

∫
Z

zdµ ∼ ek. Consequently, n2 − n1 = 0 and
T1 = T2.

While it may not be evident how to devise a scheme for a direct measure-
ment of this observable, it is possible in principle to perform the following
experiment. Consider a collection of K pairs of points zk,−zk uniformly
distributed on the surface of the Poincare sphere. To each of these pairs
there corresponds a spin observable szk , with spectral projections Tzk , T−zk .
If each of these observables is measured on N particles in spin state Tn, the
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expected average number of up outcomes will be ,

N(±; k) ' tr[TnT±zk ]N ≡ p(±; zk)N (5.11)

Let Z be a Borel subset of the surface S2 of the Poincare sphere. Then
the total number of counts corresponding to spin pointing in some direction
within Z is

N+(Z) =
∑
zk∈Z

N(+; k) +
∑
−zk∈Z

N(−; k) (5.12)

Therefore the relative frequency N+(Z)/K N of obtaining an up count within
Z approaches the probability

p+(Z) =
∑
zk∈Z

1

K
p(+; zk) +

∑
−zk∈Z

1

K
p(−; zk) (5.13)

Noting that p(−; zk) = p(+;−zk), one obtains in the limit K →∞ (applying
the Riemann integral on the sphere S2 with respect to µ, the uniform measure
normalized to 2):

p+(z)→
∫
Z

dµ(−z)p(+; z) =

∫
Z

dµ(−z)tr[TnTz] (5.14)

This shows that the statistics of the continuous spin observable (1.5.10)
emerge as a pattern in the combined statistics of the present experiment.

Example 4. The canonically conjugate (Cartesian components of) position
and momentum observables Q and P are both informationally incomplete.
Even worse, as continuous observables neither of them is informationally com-
plete with respect to any state, that is, for any state T there is another state
T ′ 6= T such that, for instance, VQ(T ) = VQ(T ′). Consequently neither the
position measurement outcome statistics nor the momentum measurement
outcome statistics ever determine the state of the system. Taken together po-
sition and momentum are totally noncommutative, com(Q,P ) = {0} There-
fore a necessary condition for their informational completeness is fulfilled.
Still this pair is not informationally complete. It is an old question, known
as the Pauli problem, under which conditions the position and momentum
distributions do determine the state. For example it is not even clear whether
there is an observable A such that the triple (Q,P,A) were informationally
complete. If A is of the type A = P 2 + v(Q), v(Q) ≥ O, then the triple is
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demonstrably informationally incomplete [5.7]; for an overview of the Pauli
problem and for further references the reader may wish to consult [5.6].

Consider next an unsharp position Ee and an unsharp momentum F f defined
by the confidence functions e and f , respectively, according to Eqs (1.3.43).
Since, for instance, Ee(X) =

∫
R(χX ∗ e)(q)E(dq), the unsharp position Ee is

a coarse-graining of the sharp position E, the spectral measure of Q. Apart
from that, Ee and E, as well as F f and F , are informationally equivalent,
that is, their state distinction properties are exactly the same: for any T ,
T ′ , VEe(T ) = VEe(T ) if and only if VE(T ) = VE(T ′) [5.8]. This implies
that also the pairs (Ee, F f ) and (E,F ) are informationally equivalent; the
measurement outcome statistics of both of these pairs of observables have
the same state distinction power and do not, in general, suffice to determine
the state. There is an important difference between the two pairs. Contrary
to the sharp pair (Q,P ), the unsharp pair (Ee, F f ) can be coexistent; both
Ee and F f can be coarse-grainings of a single finer observable. Moreover
their common refinement can be informationally complete. If Ee and F f are
Fourier-related, for instance e = |ξ|2 and f = |ξ̂|2 for some unit vector ξ, then
Gξ : Z 7→ 1

2π

∫
Z
P [Wqpξ]dqdp is their joint observable, cf. Section 1.3.2.4. The

classical embedding VGξ is injective whenever the vector ξ, from the common
domain of Q and P , fulfills 〈ξ |Wqpξ〉 for almost all (q, p) ∈ R2 [5.9]. The
Pauli problem is hereby solved in an unexpected way: the informationally
incomplete pair (Q,P ) is replaced by an informationally equivalent unsharp
position-?momenturn pair (Ee, F f ) which has an informationally complete
refinement Gξ. In Sections 1.6.2. and 1.7.3.7 two different realizations of
informationally complete measurement schemes are presented which lead to
such phase space observables Gξ.

5.3 Unsharpness

The quantum mechanical indeterminacy manifests itself as a limitation of
both prediction and retrodiction. First, for a measurement on a system that
is not in an eigenstate of the measured observable, the outcomes can only be
predicted with some probability. Second, given a single measurement out-
come and no prior knowledge about the state, there is no way to infer with
certainty what the state was. Both features, the indeterminism of measure-
ment outcomes and the uncertainty of?retrodictions, acquire some new faces
if unsharp observables are taken into account.
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5.3.1 Quantum indeterminism and classicality conditions.

The representation of states as positive trace-one operators is the most gen-
eral one compatible with the probabilistic structure of quantum mechanics.
This is essentially the content of Gleasons theorem. As a consequence, there
is no map v : E(H) → {0, 1} from the set of effects onto the numbers 0, 1
that would satisfy the additivity condition v (

∑
k Ek) =

∑
k v(Ek) for any

sequence of effects with
∑

k Ek ≤ I. This fact rules out to a large extent the
possibility of embedding quantum mechanics into a hidden-variable theory.
Thus there is no hidden state description with respect to which every prop-
erty would be a real one. In this respect the quantum and classical physical
indeterminism are fundamentally different: while classical properties are al-
ways real though sometimes unknown, quantum mechanical properties are
generically indeterminate.

A global reduction of quantum mechanics to a classical theory must there-
fore be regarded impossible. Nevertheless a classical description may be
admissible with respect to a fixed state and for a restricted set of non-
commuting observables: one may determine classicality conditions for the
corresponding probability distributions which ensure the existence of joint
distributions [5.10]. The investigation of this?possibility has received much
attention in connection with the Einstein-Podolsky-Rosen paradox and Bells
theorem [5.11]. It is of great importance for the problem of understanding,
within quantum mechanics, the emergence of classical physical phenomena
and properties. Rather than aiming at an exhaustive account we give a few
examples illustrating the classicality conditions.

Any pair of discrete probability distributions p := {pk}, q := {ql} pos-
sesses?at least one joint distribution r such as, for instance, the product
r := {pkql}?which represents a pair of uncorrelated random variables. In
quantum mechanics the distributions p,q arise from a fixed state and refer
to some observables: p = pET , q = pFT . If a joint distribution is stipulated to
exist for all states T and to derive from one common observable G such that
r = pGT , then this amounts to demanding the coexistence of E and F . As
pointed out in Section 1.2.2.2, one virtue of unsharp observables lies in the
fact that their coexistence does not require commutativity.

A more complicated situation arises when triples or quadruples of observ-
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ables are considered and besides the single distributions some pair distribu-
tions are also given. The classicality of such a system of probabilities means
that it is embeddable into a joint probability distribution. Typically systems
of quantum mechanical probabilities do not satisfy this classicality condi-
tion. To give a specific example, let F (a), F (b), F (c) be three observables of a
spin−1/2 system, with the probability measures (for a fixed state T ) denoted
as p(±a), p(±b), p(±c). Assuming that for each pair there are pair probabil-
ities p(x,y), with (x,y) ∈ {(±a,±b), (±a,±c), (±b,±c)}, then a necessary
and sufficient condition for the existence of a triple joint probability is given
by a set of four inequalities of the form

p(b,−c) ≤ p(−a,b) + p(a,−c) (5.15)

These are known as Bells inequalities. If the three observables are coexistent,
then there does exist a triple probability for any state and Bells inequalities
are fulfilled. As shown in Section1.4.2.6, this will be the case whenever the
degree of unsharpness in these observables is sufficiently large. The validity
of (1.5.15) for only a single state is less restrictive and can be achieved also
for noncoexistent quantities.

Consider next an EPR-correlated photon pair in the singlet state Ψ, with the
polarization observables F (a), F (a′) and F (b), F (b′) for the first and second
photon, respectively. It is possible to measure jointly a pair of polariza-
tion observables, one on each photon. Hence there are the single and joint
probabilities which shall be denoted p(x),p(y),p(x,y), where x ∈ {±a,±a′},
y ∈ {±b,±b′}. A necessary?and sufficient condition for the existence of a
joint probability comprising all these entities is a set of four inequalities of
the form

0 ≤ p(a) + p(b′)− p(a,b)− p(a,b′)− p(a′,b′) + p(a′,b) ≤ 1 (5.16)

These are the Clauser-Horne-Shimony-Holt inequalities. Bells inequalities
are recovered in the case a′ = b′ ≡ c and for strict anticorrelation of this
pair.

Assume that all the polarization observables have identical unsharpness, i.e.,
‖a‖ = ‖a′‖ = ‖b‖ = ‖b′‖ = λ. Denoting the corresponding unit vectors as
â, etc., one then finds for the singlet state

p(a,b) =
1

4
(1− λ2â · b̂) (5.17)
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Inserting this into (1.5.16) and writing x̂ · ŷ = cos θx,y yields

|cos θa,b + cos θa,b′ + cos θa′,b′ − cos θa′,b| ≤
2

1− 2ε
(5.18)

Here ε = 1
2
(1− λ2). The left hand side assumes its maximum 2

√
2 when the

three vectors are coplanar and satisfy θa,b = θa,b′ = θa′,b′ = 1
3
θa′,b = 45◦.

This yields a minimal value of the unsharpness parameter ε such that (1.5.18)
remains valid:

ε ≥ εC =
1

2

(
1− 1√

2

)
, λ ≤ λC =

(
1

2

)1/4

(5.19)

Consider now the case a′ = b′ ≡ c which corresponds to measuring polar-
izations of the same orientation on both photons. From (1.5.17) one obtains
p(c, c) = 1

4
(1− λ2) = 1

2
ε (6= 0 unless ε = 0), which is to say that due to the

unsharpness there is no strict anticorrelation. Consequently (1.5.16) reduces
to the following:

p(b, c) ≤ p(a,b) + p(a, c) + p(c, c) (5.20)

This is weaker than Bells inequality (except in the case of strict anticorrela-
tion) and can in fact be satisfied with a smaller degree of unsharpness than
given in (1.5.19). To see this, rewrite (1.5.20) by using again (1.5.17):

cos θa,b + cos θa,c − cos θb,c ≤
1 + 2ε

1− 2ε
(5.21)

The left hand side attains its maximum 3
2

when the three vectors are coplanar
and satisfy θa,b = θa,c = 1

2
θb,c = 60◦. In order that (1.5.20), (1.5.21) remain

valid, there must therefore be a minimal value for the unsharpness parameter:

ε ≥ εB =
1

10
, λ ≤ λB =

2√
5

(5.22)

It is evident that varepsilonB < varepsilonC so that it is indeed easier to
realize the classicality for a triple than for a quadruple of polarization ob-
servables in the singlet state [5.l2].

It must be emphasized that the fulfillment of the classicality conditions via
the introduction of unsharpness does not lead back to a cryptodeterministic
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interpretation of quantum probabilities. But there is a gain: the existence
of joint probabilities is a minimal condition for the possibility of simultane-
ously ascribing values to noncommuting quantities. As a consequence the
classical reasoning of Einstein, Podolsky and Rosen cannot be refuted along
the lines of Bells theorem since Bells inequalities are no longer violated in
quantum mechanics in the case of sufficiently unsharp observables. Hence
there emerges a shadow of classicality in the quantum world if unsharpness
is taken into account.

5.3.2 Measurement: disturbance versus information gain.

The quantum indeterminism of measurement outcomes entails that of the
corresponding state changes which are described by the action of a state
transformer. As pointed out in Section 1.2.3.2, there is no state transformer
associated with a nontrivial observable that would leave the systems state
unchanged irrespectively of what the measurement outcome was. In other
words if a measurement is to provide any statistical information about the
state, there must be some disturbance of that state. It follows that it is im-
possible to repeat the same measurement of an observable E many times on
the same system originally in state T so that one could infer the probability
measure pET . A general proof that there is no individual state determination
in quantum mechanics will be given in Section 1.5.3.4.

This state of affairs raises the question as to what extent one may control
the state change due to a measurement and at the same time still ensure
some information gain. One obvious form of minimal disturbance is given
by the ideality condition: whenever a system is in an eigenstate associated
with some value of the measured observable, then the measurement should
not change that state. For a discrete sharp observable this amounts to stipu-
lating the repeatability, and therefore also the first-kind property and value
reproducibility (Sec. 1.4.1). However a repeatable measurement exerts dras-
tic changes to all states that are not eigenstates. An apparently weaker form
of minimal disturbance is afforded by the notion of value reproducibility.
Again for sharp observables it is equivalent to repeatability. Hence it seems
difficult to conceive of gentle measurement procedures for sharp observables.
This situation changes if unsharp observables are taken into consideration.
In that case all the above notions have to be relaxed appropriately. Ideality is
substituted with approximate ideality (Sec. 1.2.4). The Lüders operation as-
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sociated with an unsharp property is approximately ideal and approximately
value-reproducible but no longer (approximately) repeatable. Thus the class
of states which suffer only small disturbances in an unsharp measurement
can be expected to increase with increasing unsharpness of the measured ob-
servable. This will be illustrated in the phase space measurement model of
Section 6.

Instead of requiring minimal disturbance, one may consider the repeatability
as a way of determining the systems future: it allows one to assert that af-
ter the measurement the measured observable has assumed a definite value.
Such measurements cannot, however, provide optimal information gain in
the sense of informational completeness. This is the complementarity of past
and future determinations mentioned in Section 1.5.2. An informationally
complete measurement is necessarily an unsharp one so that one can at most
expect (ε, δ)−repeatability. The state transformer (1.4.16) associated with
an informationally complete phase space observable Gξ does have this prop-
erty. It will be further analyzed in the next subsection.

5.3.3 Unsharpness in phase space interference.

The unsharpness of an observable shall be illustrated in its implications on
prediction and retrodiction. Our example will represent a well tuned balance
between the competing goals of controlling the future state and inferring
the past state of the measured system. In some experiments one is dealing
with a situation where the state to be?estimated is not completely arbitrary
but is known to belong to a specified class of states. Therefore in order to
find out the particular state at a given time, it may be sufficient to deter-
mine, or estimate, just a finite set of parameter values. Such is the case in
the detection of weak signals by means of monitoring some quantum non-
demolition observable. In such experiments the detector state is known to be
an eigenstate of that observable for all times, its change indicating the pres-
ence of an?external field and being detected by a repeatable measurement.
Typically the measured observable is continuous so that there are no strict
eigenstates and repeatable measurements. Moreover if one intends to moni-
tor the position, then one has to be aware that fairly precise determination
of the position goes along with high indeterminacy of the momentum and
therefore large uncertainties in subsequent position measurements. A good
compromise can be expected in a phase space measurement since this allows
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a control of both quantities simultaneously. Consider a measurement of the
phase space observable Gξ modeled by the state transformer (1.4.16) :

IZ(T ) =
1

2π

∫
Z

P [ξqp]tr[P [ξqp]T ]dqdp (5.23)

Let the generating vector ξ be a Gaussian state with vanishing first moments
of Q and P . This state transformer is quasi-preparatory in the following
sense. If one confines the reading intervals to sets Z = Z(q, p) centered at
(q, p) and small compared to the variances of Q and P in the state ξ, then
the system is left nearly in a vector state P [ξqp] localized within that set.
That is, to a good approximation,

IZ(q,p)
(T ) ' P [ξqptr[P [ξqp]T ]m(Z(q, p)) (5.24)

Moreover assuming that there are only weak external forces coupling linearly
to the system, it follows that the evolution between successive measurements
drives the system through states ξq(t),p(t) so that a measurement should just
serve to determine the trajectory parameters (q(t), p(t)). In this way the
quantum non-demolition conditions are (approximately) realized for a phase
space measurement [4.7]. We are now ready to discuss the following two
problems.

(P) Given a state P [ξqopo ], what is the most likely range of phase space points
(q, p) to be registered in a measurement of Gξ? That is, given a confidence
level α such that

tr[P [ξqopo ]Gξ(Z)] = 1− α (5.25)

find the corresponding confidence region Z = Cα(qo, po), the smallest bounded
set for which (1.5.25) holds.

(R) Given some registered small set Z(q, p) in a measurement of Gξ, and
given that the state T was one of the form P [ξqopo ], what is the most likely
region Z where the (qo, po) came from? Answer to (P): The sought set Z
is a solid ellipse just large enough so that (1.5.25) is satisfied, the boundary
curve of Z consisting of those points (q, p) for which the confidence function

fqopo(q, p) := tr[P [ξqopo ]P [ξqp]] (5.26)

assumes a constant value. It is evident that any deformation of this error
ellipse preserving the confidence level condition (1.5.25) leads to a region of
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larger total area.

The motivation for considering (1.5.25) as a formalization of the confidence
criterion is the following. Consider a partitioning of the phase space into
small sets Zk = Z(qk, pk) such that (1.5.20) can be used. Given Z, the
probability of finding some Zk ⊆ Z (that is, some point (qk, pk) ∈ Z) is

probξqopo (some Zk ⊆ Z) =
∑

(qk,pk)∈Z

tr[P [ξqp]P [ξqopo ]]m(Zk) (5.27)

and this approaches tr[Gξ(Z)P [ξqopo ]] under refinement of the partitioning.

Answer to (R): Let α be some confidence level, then the sought region Z
satisfies

tr[Gξ(Z)P [ξqp]] = 1− α (5.28)

so it is the same error ellipse as above, Z = Cα(q, p).

To justify thisis answer, observe that if Z(q, p) was registered, one would
assume that the state T was some P [ξqopo ] with (qo, po) ∈ Z. The chance that
this guess is wrong is required to be ≤ α. A wrong guess means: (qopo) /∈ Z.
Consider a partitioning of the phase space into small sets Zk = Z(qk, pk),
m(Zk) = m. Assume that T = P [ξqopo ] was one such Tzk , with zk = (qk, pk).
The question now is: how often does one get a registration Z(z), z = (q, p),
from some T = P [ξzk ] with zk /∈ Z? The probability for this is:

prob(z|zk) = tr[P [ξzk ]Gξ(Z(z))] ' tr[P [ξzk ]P [ξz]m(Z(z))] (5.29)

Summing over all zk /∈ Z and noting that m(Z(z)) = m yields:

prob(z|error) =
∑
zk /∈Z

prob(z|zk) '
∑
zk /∈Z

tr[P [ξzk ]P [ξz]]m (5.30)

→
∫
R2\Z

tr[P [ξz′ ]P [ξz]]dm(z′) = 1− tr[Gξ(Z)P [ξqp]] = α

(the limit being understood in the sense of a Riemann sum under refinement
of the partition, i.e., m→ 0).

In summary the error ellipse Cα(q, p), or the associated confidence function?fqopo
of (1.5.26), admits the following interpretations with reference to quasi-
preparatory phase space measurements:
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(P) A prediction ’z = (q, p)’, given a prepared (unsharp) phase space point
zo = (qo, po), can only be made within the uncertainty determined by
the error ellipse Z = Cα(zo) specified by the prepared distribution fqopo
of Eq. (1.5.26).

(R) A retrodiction of a state P [ξzo ] prior to a measurement with outcome
z = (q, p) is subject to the uncertainty represented by the error ellipse
Z = Cα(z), or by the corresponding confidence function fz(zo).

In the present model the two basic goals that may be pursued with a mea-
surement, prediction and retrodiction, are simultaneously optimized: the
distribution (1.5.26), which describes the degree of unsharpness inherent in
the phase space observable, derives from a minimal uncertainty state. This
situation represents in a sense the best approximation to a repeatable mea-
surement of a discrete sharp observable. If the system is in an unknown
eigenstate, then the outcome allows one to conclude with certainty to which
eigenspace the state belonged. The repeatability ensures that the state has
not changed at all during the measurement. Hence it is with respect to the
family of (approximate) eigenstates of an observable that retrodiction and
prediction can be simultaneously optimized.

5.3.4 Impossibility of individual state determination.

Why is it impossible to determine the state of an individual system in quan-
tum mechanics? Would it be bad if one could? The latter question must
be answered in the positive. Individual state determination would allow
one to lift the statistical indistinguishability of different ways of preparing
mixed states; for instance, one could find out whether a system is isolated or
entangled with some environment, by performing a single?measurement on
that system alone. This would render the quantum mechanical state descrip-
tion incomplete. Moreover it would lead to the possibility of superluminal
signaling by exploiting EPR correlations. In fact the signal could consist
of performing either one of two selected polarization measurements on one
photon of a pair prepared in a singlet state. The receiver may perform his
measurement on the second photon at a spacelike separation and would find
out which of the two?polarizations was being measured on the first photon,
in plain contradiction with relativistic causality.

Fortunately quantum mechanics protects itself against such disastrous con-
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sequences. The identification of a state by means of a single measurement
would require the existence of an observable E such that every state T would
give probability one to some outcome XT while for any other state T ′ the
probability of obtaining XT would be zero. For two vector states ϕ, ψ this
would entail E(Xϕ)ϕ = ϕ, E(Xψ)ψ = ψ, and E(Xϕ)ψ = O. But then
〈ψ |ϕ〉 = 〈ψ |E(Xϕ)ϕ〉 = 0. Hence?any two different states would have to be
mutually orthogonal which is wrong. In other words, no pair of overlapping
states can be uniquely separated by means of a single measurement.

There are different ways of optimizing the separation of nonorthogonal state
pairs, some of which shall be briefly reviewed [5.13] For simplicity we con-
sider only the case of a two dimensional Hilbert space. First one may try to
maximize the degree of certainty with which a given pair of nonorthogonal
states ϕ, ψ can be separated. To this end one needs to find an observable
such that for two effects E1, E2 = I − E1 in its range one would guess from
the occurrence of E1 or E2 that the state was ϕ or ψ, respectively. The task
is to find E1 such that on the average the probability of a correct guess is
maximal. Suppose that the apriori probabilities for ϕ, ψ are r, s, respectively
(where r + s = 1). The total probability of success is

p = r tr[E1P [ϕ]] + s tr[E2P [ψ]] = s+ tr[E1(rP [ϕ]− sP [ψ])] (5.31)

Writing the operator D := rP [ϕ] − sP [ψ] in its spectral decomposition,
D = uP [ξ] − vP [η] (u, v ≥ 0), shows immediately that the sought effect is
the projection E1 = P [ξ]. The positive eigenvalue u is easily determined and
one obtains

pmax = s+ u =
1

2

(
1 +

√
1− 4rs| 〈ϕ |ψ〉 |2

)
(5.32)

This probability equals 1 exactly when ϕ and ψ are orthogonal, and for
r = s = 1

2
, it is close to 1

2
when the states are very similar.

Interestingly there are measurement procedures which allow correct infer-
ences with certainty for some of their outcomes. The idea is to perform two
measurements in succession, where the first one serves to turn the states ϕ,
ψ into a known pair of mutually orthogonal states. Then a suitably chosen
second measurement can uniquely distinguish between these and thus one
may conclude whether the original state was ϕ or ψ.

To sketch the most general scheme for the first measurement, choose a probe

160



system and fix its initial state φ and a unitary coupling U . Then for any
initial state ξ of the original system the final state of the compound system
is U(ξ⊗φ). The first measurement is completed as soon as some pointer ob-
servable has been measured. Thus there should be a projection Q associated
with the probe such that the states I ⊗QU(ϕ⊗ φ) and I ⊗QU(ψ ⊗ φ) are
orthogonal:

〈U(ψ ⊗ φ) | I ⊗QU(ϕ⊗ φ)〉 = 0 (5.33)

Then after the registration of a pointer reading represented byQ, it is possible
to distinguish uniquely between these two states. Note that given (1.5.33),
a corresponding orthogonality relation cannot hold for Q replaced with I −
Q, since if it did, then the states U(ϕ ⊗ φ) and U(ψ ⊗ φ), and therefore
(by unitarity) ϕ and ψ would have to be orthogonal. Hence the task is to
maximize the probability p for obtaining Q. Assuming that both states ϕ
and ψ have equal apriori probabilities, one obtains for p

p =
1

2
〈U(ϕ⊗ φ) | I ⊗QU(ϕ⊗ φ)〉+

1

2
〈U(ψ ⊗ φ) | I ⊗QU(ψ ⊗ φ)〉 (5.34)

We now make use of the fact that the map p(ξ, η) := 〈U(ξ ⊗ φ) | I ⊗QU(η ⊗ φ)〉
is a positive semidefinite bilinear form of the vectors of H. This ensures the
existence of an effect E acting in H such that p(ξ, η) = 〈ξ |Eη〉. Therefore

p =
1

2
〈ϕ |Eϕ〉+

1

2
〈ψ |Eψ〉 (5.35)

This is the probability to be maximized by a proper choice of the effect E
and under the orthogonality constraint (1.5.33), which now reads:

〈ψ |Eϕ〉 = 0 (5.36)

Thus starting with an operational description of the problem to be solved,
one has obtained a formulation in terms of the first Hilbert space alone.
Before giving the solution it is instructive to show how the unitary map can
be realized for any given effect E that satisfies the constraint (1.5.36): define
for any ξ ∈ H

U(ξ ⊗ φ) := A1ξ ⊗ φ1 + A2ξ ⊗ φ2

A1 := E1/2 , A2 := (I − E)1/2 (5.37)

Here φ1, φ2 are some mutually orthogonal (normalized) pointer states. One
can easily verify that unitarity is ensured by virtue of the relation A2

1+A2
2 = I.
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Furthermore it is obvious that (1.5.33) boils down to (1.5.36) if one chooses
Q = P [φ1].

The maximum value of p turns out to be

pmax = 1− | 〈ϕ |ψ〉 | (5.38)

One can show that there is only one effect that leads to this value, and it
can be written as

E =
1

1 + | 〈ϕ |ψ〉 |
[
P [ϕ]⊥ + P [ψ]⊥

]
(5.39)

This is indeed a positive operator of norm 1 so that its spectral decomposi-
tion has the form E = P [ξ] + eP [η] (e > 0), while the complement effect is
a multiple of a projection, I − E = (1 − e)P [η].It follows that the solution
of the optimization problem is unique and involves necessarily unsharp mea-
surements.

The preceding example is based on the possibility of turning a nonorthogonal
state pair into an orthogonal one by a suitable coupling with a measurement
device. This allows one to envisage another new feature of measurements
brought about by unsharp observables: the state changes associated with
the various outcomes may be invertible so that the conditional final states
of the measured system contain a complete memory of the unknown initial
state [5.14]. A measurement shall be called reversible if its state transformer
is composed of invertible operations. As an example consider again the model
(1.5.37) whose state transformer is the Lüders transformer. If E is taken to
be a projection, then the state change ϕ 7→ Eϕ is certainly not invertible.
But any unsharp property E in H = C2 is an invertible operator. Now one
can conceive of a sequence of measurements where the second measurement
is chosen so as to allow a reversal of the state changes brought about by the
first measurement. This seems to suggest that state changes can be undone
so that a measurement can be repeated many times on a single system un-
til sufficient statistics have been collected. We shall see that this does not
undermine the impossibility of individual state determination demonstrated
above.

Let A1,A2 from (1.5.37) be diagonal matrices with positive eigenvalues,

A1 =

(
α 0

0
√

1− α2

)
A2 =

√
I − A2

1 =

(√
1− α2 0

0 α

)
(5.40)
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The number of should satisfy 1 > α2 > 1
2
> 1 − α2, which ensures the in-

vertibility?of A1, A2. Suppose that a measurement of the type (1.5.37) has
led to an outcome 1 so that the initial state ϕ has been changed into A1ϕ.
Then one can perform a second measurement, with new operators A′1 := A2,
A′2 := A1. For the outcome 1 the final state is A′1A1ϕ = α

√
1− α2ϕ. Hence

there is a chance to recover knowingly the unknown initial state. If in the
second measurement the outcome was 2, then no reversal has taken place
but the resulting state change, ϕ→ A′2A1ϕ, is still invertible so that a third
measurement could be carried out with a chance of a successful reversal.
A similar reasoning applies to the second outcome, 2, of the first measure-
ment. One can therefore perform a sequence of measurements, each chosen
according to the previous outcome, and such that after each successful re-
versal the original measurement is repeated on the original state. In this
way one collects a random sequence of N1 outcomes 1 and N2 outcomes 2 of
N = N1 +N2 repetitions of the original measurement, each performed on the
stateϕ; but it is easily seen that this sequence carries as much information
about the state ϕ as a single measurement outcome does. In fact the proba-
bility for any specific sequence of measurements ending with a successful re-
versal is given by a product of eigenvalues of the corresponding A−matrices
and does in no way depend on the state ϕ. Therefore the correct frequencies
N1 ' N 〈ϕ | (I − E)ϕ〉 are in no way preferred over any other combination
of values of N1, N2.

5.4 Uncertainty relations

The measurement outcome probability measures pET constitute the physical
basis of quantum mechanics. As pointed out in the previous section, they
have some features that distinguish quantum from classical probability the-
ory. In particular these probability measures generally take values other than
0 or 1 and they cannot be expressed as (σ−)convex combinations of a common
family of Dirac measures. This feature is intimately related to the noncom-
mutative nature of the set of experimental propositions as represented by the
set of effects. As a consequence one is facing a fundamental indeterminacy, or
randomness, on the level of individual (measurement) events which calls for
a principal reconsideration of the meaning of probability that goes beyond
making reference merely to a statistical interpretation. Closely related to the
irreducibly probabilistic nature of quantum theory is the fact that for some
observables, such as position and momentum, the measurement outcome dis-
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tributions are mutually dependent. These quantum correlations have been
related to probabilistic complementarity as discussed in Section 4, and they
have been formally represented in terms of various kinds of uncertainty rela-
tions. Some of the measures of uncertainty introduced for this purpose shall
be reviewed here.

5.4.1 Variance.

The variance of (the measurement outcome distribution of) an observable
E in the state T , V ar(E, T ), is defined as the variance of the probability
measure pET on the real line,

V ar(E, T ) :=

∫
x2 pET (dx)−

[∫
x pET (dx)

]2

(5.41)

Its square root ∆(E, T ) :=
√
V ar(E, T ) is the standard deviation of (the

measurement outcomes of) E in the state T .

Both V ar(E, T ) as well as ∆(E, T ) are defined, and are finite, only when the
integrals in (1.5.41) exist. If E is the spectral measure of a self-adjoint oper-
ator A, then V ar(E, T ) ≡ V ar(A, T ) = Exp(A2, T )−Exp(A, T )2, whenever
the first moment (expectation value) Exp(A, T ) = tr[TA] and second mo-
ment Exp(A2, T ) = tr[TA2) are finite. For a vector state T = P [ϕ] this is
the case exactly when ϕ is in the domain of A, D(A), whereas for mixed
states T some additional convergence requirements are to be posed [5.15].
For observables represented by POV measures, conditions ensuring the ex-
istence of the variance are less easily established, and therefore the whole
concept is less useful. If E is associated with a symmetric operator A (in
the way specified in Section 1.2.2.5), then V ar(E,ϕ) is again defined for all
ϕ ∈ D(A). But there are also POV measures E for which the second moment∫
x2pEϕ (dx) converges for no vector states ϕ [2.10] In such a case V ar(E, T )

is never defined. We conclude from these observations that the concept of
variance is to be applied with some care.

According to Eq. (1.5.41) the variance V ar(E, T ) is determined by the’ first
and the second moments of the probability measure pET As pointed out in
Section 1.2.2.5, there is a one-to-one correspondence between maximal sym-
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metric or self-adjoint operators and POV measures for which the set

D =

{
ϕ ∈ H|

∫
x2d 〈ϕ|E(x)ϕ〉 <∞

}
(5.42)

is dense. This fact can be rephrased by saying that in those cases the totality
of all first and second moments determine the measured observable. It may
well occur that in terms of expectation values alone, two different observables
appear to be the same. For instance the position Q and an unsharp position
Ee have the same first moments whenever the first moment of the confidence
function e vanishes (1.3.44). But the variance of an unsharp position is always
greater than that of the sharp position (1.3.45). In such cases the variance
can be used to characterize the sharp observable in question. Consider a
self-adjoint operator A with the spectral measure EA. Let (OA denote the
family of all the POV measures E on the real line for which the set D from
(1.5.42) is dense and which agree with A on the first moment,

E(1) =

∫
xE(dx) = A (5.43)

Clearly EA ∈ OA, and it is uniquely determined by the property E(n) =∫
xnE(dx) = An, which is to hold for all n. Consequently EA has the smallest

dispersion, for all E ∈ OA,

V ar(EA, T ) ≤ V ar(E, T ) (5.44)

and equality holds exactly for E = EA[2.9, 2.7]. The inequality (1.5.44) can
be rephrased in the form of the statement that the operator

R := E(2) − A2 (5.45)

is positive. Taking into account the relation (1.5.43), one finds

V ar(E, T ) = V ar(A, T ) + Exp(R, T ) (5.46)

Hence the operator R accounts for the additional scatter in the statistics of
an unsharp measurement of the observable A. It is therefore called noise
operator. The relation between unsharp and sharp positions Ee and Q is
a particular instance of relative coarse-graining, Ee ≺ EQ, and the vari-
ance of an unsharp position is greater than that of the sharp position,
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V ar(Ee, T ) = V ar(Q, T ) + V ar(e), the noise operator being R = V ar(e)I
in this case. One might therefore ask whether it holds true in general that
a finer observable has a smaller dispersion than a coarser one. The answer
is in the negative. Consider a discretized position f(Q) =

∑
fkE

Q(Xk) as-
sociated with a partition (Xk). This is a coarse-graining of the position.
But V ar(Q,ϕ) 6= 0 for all ϕ, whereas V ar(f(Q), ϕ) = 0 for all eigenstates
of f . Hence the variance may not always reflect the increase of uncertainty
brought about by coarse-graining. This may be taken as another weakness
of the variance as a probabilistic measure of uncertainty.

We shall consider next the interrelations between any two observables E1 and
E2 in terms of the product of their variances, V ar(E1, T ) · V ar(E2, T ). For
spectral measures the familiar uncertainty relations, the Heisenberg inequali-
ties, give an estimate for a lower bound of this number, see, e.g., [2.1,2.2]. As
in the case of position and momentum, it may happen that the uncertainty
product V ar(E1, T ) · V ar(E2, T ) has a positive lower bound h, that is, for
each T ,

V ar(E1, T ) · V ar(E2, T ) ≥ h > 0 (5.47)

Such a relation shows, first of all, that whatever the prepared state is, the
measurement outcome distributions of the two observables are correlated in
such a way that if one variance is small, then the other is necessarily large.
For observables represented by PV measures, this result should be confronted
with the fact that the variance of one of the quantities E1 and E2 can be
made arbitrarily small by a suitable choice of the state T . In addition for
such observables the relation (1.5.47) implies their total noncommutativity,
com(E1, E2) = {0} [4.12] For position and momentum observables the min-
imum of their uncertainty products V ar(Q, T ) · V ar(P, T ) is 1

4
, and indeed,

com(Q,P ) = {0} (Sec. 1.4.2.4). Again observables represented by POV
measures behave differently. They may be coexistent and still be correlated
according to (1.5.47). The prototypical example is the Fourier-related un-
sharp position-momentum pair (Ee, F f ) These are coexistent observables,
hence they can be measured together, but their measurement outcomes are
correlated such that for all states V ar(Ee, T ) · V ar(Ef , T ) ≥ 1. The lower
bound 1 instead of the usual i can be interpreted by saying that complemen-
tarity is lifted by trading extra measurement noise for coexistence.
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5.4.2 Alternative measures of uncertainty.

The notion of variance is restricted in its applicability by the requirement
that the first and second momenta of the statistics must be finite. Also, the
uncertainty product V ar(E1, T )·V ar(E2, T ) of two quantities may not always
be a good measure of their mutual probabilistic dependence. For instance for
the photon number and phase, the product of the variances does not behave
according to (1.5.47). Other, more suitable measures of uncertainty, have
therefore been investigated. The literature on this topic is rather vast. We
shall only illustrate a few of these alternative concepts.

Consider the phase observable M of Eq. (1.3.172) which is canonically con-
jugate to the number observable in the sense of the covariance condition
(1.3.169). The first and second moments of M are just the self-adjoint op-
erators M (1), M (2) of Eqs. (1.3.180,181). Clearly M (2) 6= (M (1))2. These
moments can be used to determine the variance V ar(M,T ) of M in any state
T . For the number states T = |n〉 〈n| one finds V ar(M, |n〉 〈n|) = π2/3, so
that V ar(M, |n〉 〈n|) · V ar(N, |n〉 〈n|) = 0 for those states. Therefore the
phase-number uncertainty product V ar(M,T ) ·V ar(N, T ) does not have the
expected property that, for instance, a small number uncertainty goes along
with a large phase uncertainty.

It has been argued [1.12, 5.16) that a certain function of the expectation

value of the number shift operator V =
∫ 2π

o
eiφM(dφ) is a more appropriate

measure of phase uncertainty. This function is the following one:

Ṽ ar(M,T ) :=
1− |Exp(V, T )|2

|Exp(V, T )|2
(5.48)

Since 0 ≤ |Exp(V, T )| ≤ 1, one has 0 ≤ Ṽ ar(M,T ) < ∞. It can then be
shown that?the following phase-number uncertainty relation holds

Ṽ ar(M,T ) · Ṽ ar(N, T ) >
1

4
(5.49)

This inequality has the desired property that a small variance of one of the
quantities implies a big variance for the conjugate entity.

The above type of uncertainty relation can also be obtained for other ob-
servables, such as position and momentum. For instance one may consider
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the expectation value Exp(eiαQ, T ) of the unitary operator eiαQ, α ∈ R, and
define

Ṽ arα(Q, T ) :=
1− |Exp(eiαQ, T )|2

α2|Exp(eiαQ, T )|2
(5.50)

to obtain

Ṽ arα(Q, T ) · V ar(P, T ) >
1

4
(5.51)

as a scaled position-momentum uncertainty relation. The advantages of such
a formulation is that the quantity (1.5.50) is defined for all states T , and
therefore the left-hand side of (1.5.51) is finite, in particular, for all vector

states ϕ in D(P ). Furthermore limα→0 Ṽ arα(Q, T ) = V ar(Q, T ), so that in
the limit α → 0 the relation (1.5.49) leads back to the ordinary uncertainty
relation.

Apart from some formal advantages the modified variance of (1.5.48) or
(1.5.50), and the ensuing uncertainty relations (1.5.49), (1.5.51) may offer
when compared with ordinary formulations, it is to be noted that the phys-
ical relevance of these quantities is less evident. Yet there are some further
notions which are rather well understood in their operational and probabilis-
tic meaning.

Perhaps the most natural and straightforward characterization of the width
of a probability distribution p(x) on R is offered by the overall width, defined
as the length of the smallest interval which yields a given level α of total
probability (0 < α < 1). Thus the overall width WQ(ϕ, α) of the probability
distribution pQϕ of the position in a vector state ϕ associated with some level
α is

WQ(ϕ;α) := min

{
a > 0|

∫ x0+a/2

x0−a/2
|ϕ(x)|2dx = α for some x0 ∈ R

}
(5.52)

This concept was considered long ago in signal theory [5.17], but it took some
time until it was recognized in a wider context. Denoting the overall width
of the momentum distribution with level α′ as W P (ϕ;α), one can prove that
for α, α′ < 1 there exists a finite positive number C(α, α′) such that for all
vector states ϕ the following uncertainty relation holds [5.18]:

WQ(ϕ;α) ·W P (ϕ;α′) ≥ C(α, α′) (5.53)
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Furthermore, this relation is known to entail the ordinary one for the vari-
ances. It is has the advantage that it applies to all states (the generalization
of (1.5.53) to mixed states being straightforward).

There is still another notion of width that accounts for the fine structure
of a wave function (in an L2−representation): this is the mean peak width,
defined (for momentum) as the minimal distance wP (ϕ; β)) over which the
autocorrelation function does not drop below a certain magnitude β:

wP (ϕ; β) := min

{
|a| :

∣∣∣∣∫ +∞

−∞
ϕ̂(p)∗ϕ̂(p+ a)dx

∣∣∣∣ = β

}
(5.54)

This quantity gives a measure of the width of oscillations in a wave function;
hence it can be used to state an aspect of complementarity in the sense that
the total width of the position distribution |ϕ(x)|2 and the fine structure of
the momentum wave function ϕ̂(p) cannot be arbitrarily small in one and
the same state:

WQ(ϕ;α) · wP (ϕ; β) ≥ D(α, β) (5.55)

for some state-independent number D(α, β) [5.18]. It can be shown that it
is only this relation, and not the variance uncertainty relation, which allows
one to confirm Bohrs argument against the possibility of determining the
path taken by a particle in a double-slit experiment without destroying the
interference pattern.

The notion of overall width (1.5.52) can be extended in an obvious way to
apply to more general observables E on B(R). We denote it WE(ϕ, ;α). Now
the overall width of a smeared position observable Ee is never less than the
overall width of the sharp position Q,

WEe(ϕ, ;α) ≥ WQ(ϕ, ;α) (5.56)

For X = [x0 − a
2
, xo + a

2
], consider the quantity IE

e

a :=
∫
X

∫
lϕ(y)|2e(y −

x)dydx =
∫
dye(y)IQa (y), where IQa (y) =

∫
X+y
|ϕ(x)|2dx. Choose the min-

imal a such that IE
e

a = α for some suitable x0. Hence a = WEe(ϕ, ;α).
Suppose WQ(ϕ, ;α) < α, which is to say that IQa (y) < α for all x0 + y. But
then IE

e

a , the average of IQa over the distribution e, must be less than α itself,
which is false. This proves (1.5.56).

One may also generalize the mean peak width by casting its definition in
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a more abstract form: whenever an observable E is covariant with respect
to a group of translations on its outcome space, with the associated uni-
tary representation a 7→ Va, it is possible to define the autocorrelation
A(a;ϕ) := 〈ϕ |Vaϕ〉 and the mean peak width wE(ϕ; β) in the same way
as given in (1.5.54). This can be applied to obtain, for instance, energy-time
uncertainty relations [5.18].

Finally we give an indication how similar procedures of formulating uncer-
tainty relations may be worked out for higher-dimensional outcome spaces.
In the case of a phase space observable G, (1.3.52), one would introduce the
area in phase space as a measure of uncertainty. Let dm(q, p) = (2π)−1dqdp,
then as a simple illustration we note that pGT (Z) =

∫
Z
tr[SqpT ]dm ≤

∫
Z
dm =

m(Z), hence one has

min{m(Z)|pGT (Z) = 1− ε} ≥ 1− ε (5.57)

Although this is only a crude estimate, it shows that localizing a particle in
phase space with a level of confidence close to unity is impossible unless the
allowed area is of the order of Plancks unit, 2π~.

5.4.3 Entropy.

The notion of entropy can be used to characterize the mixing degree of a
state in terms of the von Neumann entropy of a state, or the average lack of
information for predicting a particular measurement outcome in a given state
of the system, the Shannon entropy of the outcome probability distribution.
It is the latter concept which is of interest here. But also the former can be
recovered as an instance of the Shannon concept. In fact the entropy of a
state T is defined as the (non-negative) number

S(T ) := −tr[T lnT ] (5.58)

which assumes the value 0 if and only if the state is a vector state. Evaluating
the trace in (1.5.58) with respect to an orthonormal eigenbasis {ϕk} of T ,
one may write T =

∑
k tkP [ϕk] to get S(T ) = H({tk}), where H({wi}) :=

−
∑
tk ln tk is the Shannon entropy of the discrete probability distribution

(tk). If T =
∑
wiTi is any decomposition of T into some other states Ti with

the sequence of weights (wi), wi ≥ 0,
∑
wi = 1, then, due to the concavity

and the subadditivity of the entropy functional,∑
wiS(Ti) ≤ S(

∑
wiTi) ≤

∑
wiS(Ti) +H({wi}) (5.59)
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with H({wi}) := −
∑
wi lnwi. The first inequality is an equality if and only

if all Ti are equal, Whereas the second inequality is an equality exactly when
the states Ti are mutually orthogonal, TiTj = O for all i 6= j [5.19]. This
shows clearly that S(T ) measures the degree of mixing in T . But in view of
the nonunique decomposability of mixed states, the number S(T ) cannot in
general be interpreted as the lack of information about the actual state Tk,
say, of the system, if the system is known to be in the state T =

∑
wiTi.

Such an ignorance interpretation of the mixed state as a mixture of states is
certainly inapplicable whenever the system is an entangled part of a larger
compound system [1.1, 2.1].

Given an observable E and a state T , the Shannon entropy of the probability
measure pET describes the lack of information for predicting the outcomes of
an E−measurement when performed on the system in state T . In order
to formulate this concept properly, we assume that E is either discrete or
continuous. In the first case the probability measures pET are discrete, i 7→
pET (i) while in the second case they have the distribution functions w 7→
pET (w), normalized with respect to some reference measure µ. In either case
the Shannon entropy is defined as the entropy of the probability distribution:

H(E, T ) := −
∑

pET (i) ln pET (i) (E discrete )

H(E, T ) := −
∫

Ω

pET (ω) ln pET (ω)dµ(ω) (E continuous ) (5.60)

For an arbitrary observable E, one can define its Shannon entropy in a state
T with respect to a partition P = (Xi) of its value space Ω as the Shannon
entropy of the coarse-grained observable E|FP [Eq. (1.5.4)] in that state:

H(E, T |P) := H(E|FP , T ) (5.61)

Like the state-entropy, the functional pET 7→ H(E, T ) is both concave and sub-
additive. Moreover the concavity property guarantees that if P ′ is a finer par-
tition than P , so that E|FP ≺ E|FP′ , then also H(E|FP , T ) ≤ H(E|FP′ , T ).

Apart from partitionings the rnonotonicity of the Shannon entropy is ob-
tained also under the other discrete or continuous coarse-graining operations
discussed earlier, where the actually measured observables appear as smeared
versions of the sharp observables one intends to measure. For instance the
unsharp number observable Ee of (1.1.11), or (1.7.58), resulting from non-
ideal photocounting with quantum efficiency e, or the unsharp position Ee of
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(1.2.75) obtained from a non-demolishing measurement coupling e−iλQ⊗PA ,
were found to have the following probability distributions:

pE
e

T (n) =
∞∑
m=n

p(n|m, ε)pNT (m) (5.62)

pE
e

T (x) =

∫
R
e(y − x)pQT (y)dy (5.63)

which give [5.20]
H(N, T ) ≤ H(Eε, T ) (5.64)

H(Q, T ) ≤ H(Ee, T ) (5.65)

Given two observables E1 and E2, let E1|P1 and E2|P2 , be any of their coarse-
grainings defined by the partitions P1 and P2. The mutual dependence of the
(discrete) probability distributions i 7→ pE1

T (Xi) and j 7→ pE2
T (Yj) can now

be expressed in terms of the entropies (1.5.61), as the entropic uncertainty
relations, either with a state independent lower bound

H(E1, T |P1) +H(E2, T |P2) ≥ −2 ln

(
1

2
sup
ij
‖E1(Xi) + E2(Yj)‖

)
(5.66)

or with a sharper state dependent lower bound

H(E1, T |P1) +H(E2, T |P2) ≥ −2 ln

(
1

2
sup
ij
pE1
T (Xi) + pE2

T (Yj)‖
)

(5.67)

(see [5.21]). For probabilistically complementary quantities, such as position
and momentum, the lower bound of (1.5.67) is strictly positive for all states
with respect to any partitions into bounded sets.

Relations of the form (1.5.66) and (1.5.67) are particularly interesting if the
observables in question are coexistent. In this case the entropies are charac-
teristics of the joint outcome distributions and refer to one single experiment
rather than to two independent ones. The entropic uncertainty relations re-
flect then limitations of joint measurements of noncommuting observables,
including the extra unsharpness, or noise, to be introduced for achieving coex-
istence. Typically the relations obtained are stronger than the corresponding
relations for variances. We shall illustrate this for the canonical pairs of the
photon number and phase (N,M), position and momentum (Q,P ), and the
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phase space observable G.

The entropy of the number observable N =
∑
n |n〉 〈n| in a state T is a

non-negative number given by the expression

H(N, T ) = −
∞∑
0

pNT (n) ln pNT (n) (5.68)

Using the representation (1.3.175) of the phase observable M , one can write

H(M,ψ) = −(2π)−1

∫ 2π

0

|ψ(φ)|2 ln |ψ(φ)|2dφ (5.69)

for all vector states ψ ∈ H2. This number can also be negative. In fact this
occurs for ψ = 1√

2
(|0〉+ |1〉), since H(M,ψ) = ln 2− 1 < 0. However, it can

be shown that [5.22]
H(M,ψ) +H(N,ψ) ≥ 0 (5.70)

The lower bound is attained exactly for the number eigenstates. Hence the
entropic uncertainty relation respects the conjugacy of number and phase
more truly than the standard uncertainty relation, expressed in terms of the
variances.

For position and momentum the entropic uncertainty relation is known to be
stronger than the standard one in the sense that it implies the Heisenberg
inequality. To see this, consider the phase space observable G of (1.3.52),
taken here for one degree of freedom. Then

H(G, T ) = −(2π)−1

∫
R2

tr[TSqp] ln tr[TSqp]dqdp ≥ 0 (5.71)

It can be proven [5.23,5.24) that for each generating state S0, the entropy
(1.5.71) has a state independent lower bound

G(G, T ) ≥ ln 2πe (5.72)

By the subadditivity of H this gives a lower bound to the sum of the marginal
distributions of pGT (q, p),

ρ1(q) := (2π)−1

∫ ∞
−∞

tr[TSqp]dp = pE
e

T (q)

ρ2(p) := (2π)−1

∫ ∞
−∞

tr[TSqp]dq = pF
f

T (p) (5.73)
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namely,
H(G, T ) ≤ H(Ee, T ) +HF f , T ) (5.74)

Thus, one also has
H(Ee, T ) +HF f , T ) ≥ ln 2πe (5.75)

This inequality implies, first of all, that

V ar(Ee, T ) · V ar(F f , T ) ≥ 1 (5.76)

and also

V ar(Q, T ) · V ar(P, T ) ≥ 1

4
(5.77)

The proof [5.24] of the last two inequalities is based on the fact that the sum
of entropies H(Ee, T ) + H(F f , T ) attains its minimum value when S0 and
T are Gaussian minimal uncertainty states. In this case the distributions
ρ1(q) and ρ2(p) are Gaussians. For such distributions one directly computes,
for instance, H(Ee, T ) ≡ H(ρGauss1 ) = 1

2
ln (πeV ar(ρGauss1 )), showing that

(1.4.75) implies (1.5.76). Choosing S0 = T and using the result 1.3.45, one
finally obtains (1.5.77) from (1.5.76).

6 Phase space

The phrase quantum mechanics on phase space [1.14] epitomizes the funda-
mental question of the relationship between quantum mechanics and classical
mechanics. The deep structural differences between the two theories make it
difficult to see how to justify the common claim that the latter theory emerges
as an approximation to the former in circumstances under which Plancks con-
stant can be regarded as small. On the side of the states one would have to
explain why superpositions of (vector) states representing macroscopically
distinct properties of large systems are practically never observed. We do
not enter into this difficult issue here.

On the part of the classical limit problem which refers to observables, we
shall argue that a promising step towards a satisfactory answer may be
reached with using phase space observables. Phase space concepts had
been introduced quite early in the history of quantum mechanics, namely,
the Wigner quasi-distribution, the Glauber-Sudarshan P−function, or the
Husimi Q−function, and these turned out to provide both a valuable guide
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of intuition as well as powerful technical tools. Furthermore we have seen how
to construct well defined probability distributions for unsharp joint measure-
ments of position and momentum on the basis of phase space observables, and
indeed the Husimi distribution is one example of these. Section 1.6.1 offers
a brief survey and comparison of the various phase space representations of
quantum states. In Section 1.6.2 we shall give a model description of a phase
space?measurement which shows that the fulfillment of the Heisenberg in-
determinacy relation for individual measurement inaccuracies is a necessary
precondition for the feasibility of such measurements. Moreover this model
provides a basis for formulating and realizing operational criteria for a quasi-
classical measurement situation, which will be described in Section 3.

6.1 Representations of states as phase space functions

In Section 5 informationally complete observables were found to induce clas-
sical embeddings of the quantum states, representing them as probability
distributions via injective convex mappings. We shall now develop the idea
of classical representations in greater detail for the two dimensional phase
space Γ = R2.

The most widely used methods of casting quantum physical statements into
a classical phase space language are due to Weyl [3.1], Wigner [6.1], and
Moyal [6.2]. The task consists in finding associations T ↔ ρ, A↔ f between
states and distribution functions, and observables and phase space functions,
such that the quantum mechanical expectation values can be expressed as
classical averages:

tr[TA] =

∫
Γ

ρ(q, p)f(q, p)dqdp (6.1)

The answer to this question depends on the way it is turned into a precise
mathematical form. One may begin with requiring a mapping TmapstoρT
from the space of trace class operators to some space of functions. Then
one will have to stipulate further requirements such as the linearity and
boundedness of the sought mapping. These properties are equivalent to the
condition that ρT assumes the usual quantum mechanical form:

ρT (q, p) = tr[TPqp] (6.2)

where Pqp are appropriate bounded operators associated with the phase space
points (q, p). In addition one could demand that ρT have the usual position
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and momentum densities as its marginals,∫
R
ρT (q, p)dp = T (q, q) ,

∫
R
ρT (q, p)dq = T̂ (p, p) (6.3)

where T (q, q′) and T̂ (p, p′) denote the matrix elements of T in the position
and momentum representations, respectively. As is well known, conditions
(1.6.2) and (1.6.3) cannot be reconciled with the positivity:

ρT (q, p) ≥ 0 a.e. whenever T ≥ O (6.4)

Indeed satisfying all these requirements would amount to establishing a POV
measure on phase space that has the sharp position and momentum observ-
ables as its marginals, which is impossible.

Giving up the positivity, one can satisfy (1.6.2) and (1.6.3) by introducing
the Wigner quasi-distribution:

ρT (q, p) := π−1

∫
R
T (q + x, q − x)e−i2pxdx = tr[TPqp]

Pqp := π−1WqpPW−1
qp (6.5)

Here P is the space inversion operator which satisfies

PQP−1 = Q , PPP−1 = −P , P = P−1 = P∗ (6.6)

and the Wqp are Weyl operators

Wqp = exp (−iqP + ipQ) = eiqp/2UqVp (6.7)

From (1.6.5), (1.6.6) it is evident that the Pqp are self-adjoint but not positive
operators since the spectrum of P consists of the eigenvalues ±1. The only
vector states T = P [ψ] yielding a positive function ρT are known to be the
Gaussian coherent states.

One can easily confirm the marginals (1.6.3), either by direct integration or
by verifying the following operator relations:∫

X×R
Pqpdqdp = EQ(X) ,

∫
R×Y
Pqpdqdp = EP (Y ) (6.8)
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It should be noted that (1.6.5) is well defined for any trace-class operator.
The following consideration shows that the mapping T 7→ ρT can be extended
to a somewhat larger domain. Taking any two trace class operators S, T ,
one computes

〈ρS | ρT 〉L2(Γ) ≡
∫

Γ

ρS(q, p)ρT (q, p)dqdp

= π−2

∫
Γ

∫ ∫
dxdyS∗(q + x, q − x)T (q + y, q − y)e2ip(x−y)dqdp

= π−1

∫
dq

∫
dxS∗(q − x, q + x)T (q + x, q − x)

= (2π)−1tr[S∗T ] ≡ (2π)−1 〈S |T 〉HS (6.9)

The last expression denotes the Hilbert-Schmidt inner product of the two
operators. If S = P [ψ] and T = P [ϕ], and we write ρS = ρψ, ρT = ρϕ then
(1.6.9) reads

2π

∫
Γ

ρψ(q, p)ρϕ(q, p)dqdp = | 〈ψ|ϕ〉 |2 (6.10)

so that the transition probability between two vector states is given by the
L2−inner product of their Wigner functions.

The identity (1.6.9) has several important applications. First of all it tells
that T 7→ ρT establishes a Hilbert space isomorphism of the Hilbert-Schmidt
class B2(H) onto (a closed subspace of) L2(Γ, 2πdqdp). (Note that any trace
class operator is also in the Hilbert-Schmidt class.) Hence there will be both
an inverse mapping and dual mapping, and it turns out that these coincide
and are all onto. Let us introduce the mappings

W : B2(H)→ L2(Γ) , T 7→ W(T ) := ρT

W : L2(Γ)→ B2(H) , f 7→ W (f) :=

∫
Γ

f(q, p)Pqpdqdp (6.11)

The mappings W and W are dual to each other:

tr[TW (f)] =

∫
Γ

W(T )(q, p)f(q, p)dqdp (6.12)

In this way one has established a correspondence between operators and func-
tions which provides a representation of quantum mechanical expectations
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formally as classical expectation functionals in the sense of (1.6.1). As a con-
sequence of (1.6.9), one finds that 〈S |T 〉HS = 〈SW (ρT )〉HS for all operators
S. Therefore

T = W (ρT ) =

∫
Γ

ρT (q, p)Pqpdqdp (6.13)

so that W is indeed the inverse of W . In other words the operator valued
measure?given by the density (q, p) 7→ Pqp is informationally complete.

A straightforward calculation for carrying out the Fourier transform of the
functions ρT gives the following useful connection:∫

Γ

ρT (q′, p′)eipq
′−iqp′dq′dp′ = tr[TWqp]∫

Γ

Pq′p′eipq
′−iqp′dq′dp′ = Wqp (6.14)

This is to say that the operator functions Pqp and Wqp, are phase space
Fourier transforms of each other.

Inserting f(q, p) = (2π)−1
∫

exp (iqp′ − ipq′)f̂(p′, q′)dq′dp′ in (1.6.11) and us-
ing (1.6.14), one recovers that W is the Weyl correspondence:

W (f) = (2π)−1

∫
Γ

f̂(p, q)Wqpdqdp (6.15)

(Further results concerning the properties of W can be found, for example,
in [6.3].)

Another implication of (1.6.9) is the existence of the convolution operation
for Wigner functions. Let S, T be two state operators. One can write
ρS(q − q′, p − p′) = tr[SqpPq′p′ ], where Sqp = WqpS0W

−1
qp and S0 = PSP−1.

This yields
(ρS ∗ ρT )(q, p) = (2π)−1tr[SqpT ] = pGT (q, p) (6.16)

where G is the phase space observable generated by S0. It follows that any
such observable can be obtained via convoluting the respective Wigner func-
tions. It is this smearing procedure which reestablishes the lacking positivity.
This may be taken as a further illustration of the fact that joint position-
momentum measurements become possible if and only if an intrinsic mea-
surement inaccuracy is taken into account so as to fulfill the uncertainty
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relations.

The Fourier transform of a convolution of two functions is equal to the prod-
uct of their Fourier transforms. This then helps to recover the Wigner func-
tion of T from the phase space probability distribution pGT under a certain
condition. The Fourier transform of pGT is:∫

Γ

eipq
′−iqp′pGT (q′, p′)dq′dp′ = tr[SWqp]tr[TWqp] (6.17)

If one could divide out the first factor of the right-hand-side, one would find
an explicit expression for the Fourier transform of the Wigner function ρT ,
cf. (1.6.14). Thus G is informationally complete exactly when tr[S0Wqp] 6= 0
for almost all (q,p).

The classical embedding induced by a phase space observable G,

VG : T (H)→ L1(Γ) , T 7→ VG(T ) := pGT (6.18)

is positive and has the expectation value form required in (1.6.2); but rather
than giving the usual marginals, Eq. (1.6.3), it leads to smeared position
and momentum observables, cf. Eq. (1.3.58). This is another way out
of the dilemma posed by the postulates (1.6.2-4), which acknowledges the
fact that joint position-momentum measurements inevitably involve some
unsharpness. VG has a dual mapping that sends L∞−functions to bounded
operators:

WG : L∞(Γ)→ L(H) , f 7→ WG(f) := (2π)−1

∫
Γ

f(q, p)Sqpdqdp (6.19)

The range of WG is not all of L(H), but it is (ultraweakly) dense in L(H)
exactly when G is informationally complete [5.5]. In this case all observables
can be approximated (with respect to expectation values) by operators of
the form (1.6.19).

We have so far presented two possible solutions to the classical representation
problem posed in Eq. (1.6.1): the Wigner-Weyl correspondence, (W, W),
and the classical embedding induced by an informationally complete phase
space observable, (VG,WG). Eqs. (1.6.16), (1.6.17) show how closely these
approaches are related to each other and, in fact, how one can be turned into
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the other one. In order to offer a cursory exposition of the remaining phase
space approaches based on the Q− and P−functions, it is useful to switch
to the oscillator notation introduced in Section 1.3.5.1. For instance we put
a = 1√

2
(Q+ iP ), z = 1√

2
(q + ip).

The (Husimi) Q−function [6.4] is a particular instance of the mapping VG,
with the generating operator S0 being an oscillator ground state:

T 7→ QT , QT (z) ≡ Q(z) := π−1 〈z|T |z〉 (6.20)

It allows one to compute the expectation values of anti-normally ordered
operators in a particularly simple way:

〈ar(a∗)s〉T =

∫
zrz̄sQ(z)d2z (6.21)

Moreover, the inverse of T 7→ QT can be given explicitly: noting that Q(z) =
exp (−|z|2)

∑
n,m z

mz̄n 〈n|T |m〉 /(π
√
n!m!) =

∑
n,m z

mz̄nQnm, one finds an
expansion of the state operators in terms of normally ordered operators:

T = π
∑
n,m

(a∗)namQnm (6.22)

The (Glauber-Sudarshan) P−function [3.23,6.5] results from the concern to
find a practicable representation of (free field) states that display some clas-
sical features. Since the coherent states are those states which optimally
follow the classical oscillator trajectories, it is natural to consider states of
the form

T =

∫
PT (z) |z〉 〈z| d2z (6.23)

Providing that PT is essentially bounded, this formulation can be seen as a
particular instance of the dual mapping WG, Eq. (1.6.19), of VG, with VG
leading to the Q−functions. As the range of WG is not all of L(H), it cannot
be expected that all state operators T admit such a representation. For this,
one must in fact allow for singular distributions. As an example note that
T = |z〉 〈z| corresponds to PT (z′) = δ(z′ − z). Furthermore while PT is
normalized for any state operator, it will not always be positive and does
not therefore admit a probabilistic interpretation. Nevertheless expectation
values of normally ordered operators can be neatly computed:

〈(a∗)ras〉T =

∫
z̄rzsPT (z)d2z (6.24)
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In analogy to (1.6.22), any state T associated with a P−function can be
expanded into a power series of antinormally ordered operator products. Fi-
nally it may be remarked that also the Wigner function leads to expectation
values of the form (1.6.24) if symmetric operator products are taken into
consideration.

6.2 Joint position-momentum measurement

In Section 1.2.3.5 a coupling of the form exp (−iλQ⊗ P1) between an ob-
ject system S and an apparatus A1 was found to afford a measurement of
an unsharp position Ee0 of the object system. If such a measurement is
followed sequentially by any (sharp) momentum measurement, one obtains
the sequential joint observable of Eq. (1.4.25), the marginals of which are
the unsharp position Ee0 and the unsharp momentum F f0 , with the Fourier
related confidence functions e0(q) = λ|φ1(−λq)|2 and f0(p) = 1

λ
|φ̂1

(
− p
λ

)
|2.

Similarly one may perform first an unsharp momentum measurement, given
by a coupling exp (iµP ⊗Q2), and let it be followed by any (sharp) position
measurement. Such a measurement sequence defines again a phase space
observable with Fourier related unsharp momentum and unsharp position
observables as its marginals. We investigate next a measurement that re-
sults from the joint application of the above standard-model couplings for
unsharp position and momentum measurements. This model was first in-
vestigated by Arthurs and Kelly [6.65] for the minimal uncertainty case (see
Section 1.6.2.4 below), whereas in [6.7] it was used to explore the role of the
indeterminacy relation as a condition for the joint measurability of position
and momentum.

6.2.1 The model

We consider a measuring apparatus consisting of two probe systems, A =
A1 +A2, with initial state φ1 ⊗ φ2. It will be coupled to the object system
S, originally in state ϕ, by means of the interaction

U := exp

(
− i
~
λQ⊗ P1 ⊗ I2 +

i

~
µP ⊗ I1 ⊗Q2

)
(6.25)
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(In this and the next section we let Plancks constant ~ explicitly appear in
the formulas.) The Baker-Cambell-Hausdorff decomposition of U

U = exp

(
− 1

2~2
λµ[Q,P ]⊗ P1 ⊗Q2

)
·

exp

(
− i
~
λQ⊗ P1 ⊗ I2

)
exp

(
i

~
µP ⊗ I1 ⊗Q2

)
(6.26)

shows that the position and momentum measurement probes become inter-
twined via their interactions with the object. A natural pointer observable
is Z = Z1 ⊗ Z2 = EQ1 ⊗ EP2 , whereas a convenient pointer function is
(x, y) 7→ (λ−1x, µ−1y).

The coupling (1.6.25) changes the state of the object-apparatus system Ψ0 ≡
ϕ⊗ φ1 ⊗ φ2 into Ψ = UΨ0 which has the position representation

Ψ(q, ξ1, ξ2) = ϕ(q + µξ2)φ1

(
ξ1 − λq −

λµ

2
ξ2

)
φ2(ξ2) (6.27)

Since the second pointer observable is momentum, it is useful to Fourier
transform this wave function with respect to the last variable:

Ψ̂(q, ξ1, π2) =
1√
2π~

∫
e−(i/~)ξ2π2Ψ(q, ξ1, ξ2)dξ2 (6.28)

The measured observable G as well as the state transformer I, both of which
are measures on B(R× R), are determined from the basic conditions

〈ϕ |nG(X × Y )ϕ〉 :=
〈
ϕ
∣∣ I ⊗ EQ1(λX)⊗ EP2(µY )Ψ

〉
(6.29)

tr[IX×Y (P [ϕ])A] :=
〈
ϕ
∣∣A⊗ EQ1(λX)⊗ EP2(µY )Ψ

〉
(6.30)

which are to hold for all initial object states ϕ, for all outcome sets X, Y ,
and for all self-adjoint operators A acting in H. One obtains:

G(X × Y ) =

∫
X×Y

K∗qpKqpdqdp ≡
1

2π~

∫
X×Y

Sqpdqdp (6.31)

IX×Y (P [ϕ]) =

∫
X×Y

KqpP [ϕ]K∗qpdqdp (6.32)

Kqp(x, x
′) =

1√
2π~

e
i
~p(x−x

′)φ
(λ)
1

(
q − 1

2
(x+ x′)

)
φ

(µ)
2 (x− x′) (6.33)
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Here we have introduced the scaled functions

φ
(λ)
1 (ξ1) :=

√
λφ1(λξ1) , φ

(µ)
2 (ξ2) :=

1
√
µ
φ1

(
1

µ
ξ2

)
(6.34)

At this stage we formulate some conditions to ensure that (1.6.33) and the
subsequent operator relations are well-defined. We shall assume that the
functions φ1(ξ1), φ2(ξ2), as well as their Fourier transforms, are continuous
and bounded, and that they all have vanishing first and finite second mo-
ments. If seen in the position representation, the operators Kqp in (1.6.33)
are integral operators with a kernel which is a function from L2(R2). This is
to say that the Kqp are Hilbert-Schmidt operators and consequently, that the
operators Sqp in (1.6.31) are positive trace class, or state operators. Since
the normalization of the POV measure G is guaranteed a priori by virtue of
(1.6.29), one immediately has tr[Sqp] = 1. A little further analysis of the Kqp

shows that they form a phase-space translation covariant family:

Kqp = WqpK00W
−1
qp (6.35)

It is evident that G inherits this covariance and therefore is a phase space
observable; one obtains

K00 =

∫
dx |x〉 〈ψx| , ψx(x′) = K00(x′, x)

S0 = S00 = 2π~
∫
dx |ψx〉 〈ψx| (6.36)

Thus S0 is a mixed state in general. It can be a pure state only when
K00(x, x′) factorizes, which is possible only for certain Gaussian functions φ1

φ2.

6.2.2 Indeterminacy relations

The marginals of the phase space observable (1.6.31) are unsharp position
and momentum observables:

G(X×R) = Ee(X) = χX∗e(Q) , G(R×Y ) = F f (Y ) = χY ∗f(P ) (6.37)
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It is straightforward to determine the explicit forms of the confidence func-
tions e, f :

e(q) =

∫
dq′
∣∣∣∣φ(λ)

1

(
1

2
q′ − q

)∣∣∣∣2 ∣∣∣φ(µ)
2 (q′)

∣∣∣2 = e0 ∗
∣∣∣φ(µ/2)

2

∣∣∣2 (q)

f(p) =

∫
dp′
∣∣∣∣φ̂(µ)

2

(
1

2
p′ − p

)∣∣∣∣2 ∣∣∣φ̂(λ)
1 (p′)

∣∣∣2 = f0 ∗
∣∣∣φ̂(λ/2)

1

∣∣∣2 (p) (6.38)

Here e0 and f0 are the confidence functions of the original single measure-
ments which can be recovered from the present joint measurement model by
switching off one (µ = 0) or the other (λ = 0) coupling. One thus obtains
a full specification of all features of a phase space observable in operational
terms. As indicated by the convolution structure, the original undisturbed
inaccuracies are each changed due to the presence of the other device. In
other words the simultaneous application of the measuring devices for Ee0

and F f0 is a joint measurement of coarse-grained versions Ee and F f of these
observables.

The mutual influence of the two measurements being carried out simultane-
ously becomes manifest in the variances of e and f :

V ar(e) =
1

λ2
V ar(Q1, φ1) +

µ2

4
V ar(Q2, φ2)

V ar(f) =
1

µ2
V ar(P2, φ2) +

λ2

4
V ar(P1, φ1) (6.39)

There are two ways to make the undisturbed variances (the first terms) small:
either by choosing large coupling constants or by preparing pointer states
having sharply peaked distributions |φ1|2, |φ̂2|2. Both options have the same
consequence: they produce large contributions to the other quantitys un-
sharpness (the second terms). Thus there is no way of getting both quantities
V ar(e) and V ar(f) small in one and the same experiment. In fact it is apriori
clear that they fulfill the uncertainty relation (1.3.60) since Ee and F f are
a Fourier couple. But we are now in a position to see the dynamical mech-
anism at work that ensures the phase space measurement inaccuracies to be
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in accord with this relation. Let us evaluate the product of the variances,

V ar(e) · V ar(f) = Q+D

Q :=
1

4
V ar(Q1, φ1)V ar(P1, φ1) +

1

4
V ar(Q2, φ2)V ar(P2, φ2) (6.40)

D :=
1

λ2µ2
V ar(Q1, φ1)V ar(P2, φ2) +

λ2µ2

16
V ar(Q2, φ2)V ar(P1, φ1)

Making use of the uncertainty relations V ar(Qk, φk)V ar(Pk, φk) ≥ ~2/4 for
the two probe systems, we find that both terms Q, D can be estimated from
below. Putting x := 16V ar(Q1, φ1)V ar(P2, φ2)/(λµ~)2, we obtain:

Q ≥ 1

4

(
~2

4
+
~2

4

)
=
~2

8

D ≥ ~
2

16

(
x+

1

x

)
=
~2

8
(6.41)

This shows finally that

V ar(e) · V ar(f) = Q+D ≥ ~
2

8
+
~2

8
=
~2

4
(6.42)

It is remarkable that either one of the terms Q and D suffices to provide
an absolute lower bound for the uncertainty product. Hence there are two
sources of inaccuracy that give rise to an uncertainty relation. Neglecting
D it would be simply the uncertainty relations for the two parts of the ap-
paratus which forbids making the term Q arbitrarily small. This is in the
spirit of Bohrs argument according to which it is the quantum nature of part
of the measuring device that makes it impossible to escape the uncertainty
relation. Note that the two terms occurring in Q each refer to one of the
probe systems, and they contribute independently to the lower bound for
Q; furthermore no coupling parameters appear in Q. There is no trace of a
mutual influence between the two measurements being carried out simultane-
ously. On the other hand neglecting the term Q, one would still be left with
the two contributions collected in D, the combination of which has again a
lower bound. The terms in D are products of variances and coupling terms
associated with the two probe systems, showing that D reflects the mutual
disturbance of the two measurements. This is in accord with Heisenbergs il-
lustrations of the uncertainty relation. For example if a particle is measured
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so as to have a rather well-defined momentum, then a subsequent measure-
ment of position by means of a slit influences the effect of the preceding
momentum measurement to the extent required by the uncertainty relation.

Finally we should like to emphasize that the nature of the measurement
inaccuracy, or unsharpness, is determined by the preparations of the appa-
ratus. Insofar as the pointer observables are indeterminate and not merely
subjectively unknown, this interpretation applies to the measurement un-
certainties as well: each individual measurement outcome is intrinsically
unsharp, reflecting thereby a genuine quantum noise inherent in the mea-
surement process, so that the inequality (1.6.42) should be properly called
an indeterminacy relation. This interpretation will be further substantiated
by analyzing the way the measurement affects the objects states. To this end
we shall have to investigate the state transformer (1.6.32).

6.2.3 Mutual disturbance

The measurement coupling (1.6.25) is not exactly equivalent to the evolution
operator describing a sequential position-momentum measurement. This is
evident from the first factor appearing in the decomposition (1.6.26) of U ,
which contains a coupling between the two probe systems and which does
not reduce to a unit operator due to the nonvanishing commutator of Q
and P . One may ask whether there would be a way to compensate for this
induced coupling term by introducing an extra interaction between the probe
systems. The obvious modification of (1.6.25) would be the following one:

U (κ) := exp

(
− i
~
λQ⊗ P1 ⊗ I2 +

i

~
µP ⊗ I1 ⊗Q2 − κ

i

2~
λµI ⊗ P1 ⊗Q2

)
(6.43)

Hereκ is some real parameter. The Baker-Campbell-Hausdorf decomposition
of this coupling reads

U (κ) = exp

(
−(κ+ 1)

i

2~
λµI ⊗ P1 ⊗Q2

)
· (6.44)

exp

(
− i
~
λQ⊗ P1 ⊗ I2

)
exp

(
i

~
µP ⊗ I1 ⊗Q2

)
The measured observable is again a phase space observable which now de-
pends on the new parameter κ. For our purposes it suffices to look at the
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variances of the confidence functions eκ, fκ of the new marginal position and
momentum observables:

V ar(eκ) =
1

λ2
V ar(Q1, φ1) + (κ− 1)2µ

2

4
V ar(Q2, φ2)

V ar(fκ) =
1

µ2
V ar(P2, φ2) + (κ+ 1)2λ

2

4
V ar(P1, φ1) (6.45)

These variances do still satisfy the uncertainty relation, but this time the
contributions corresponding to Q and D from (1.6.40) will both depend on
the coupling between the probe systems unless κ = 0. Hence it does not help
to make the extra factor in (1.6.44) disappear by choosing κ = −1. This
would make only the second one of the variances (1.6.45) equal to its undis-
turbed value, while in the Erst variance the disturbing term is appropriately
increased. This consideration explains why also in the sequential measure-
ment model the validity of the uncertainty relation is ensured. In general
there is no way to eliminate the mutual influence between the two measuring
systems.

6.2.4 Repeatability features

It is straightforward to realize minimal measurement uncertainty within the
present model. Equality in (1.6.42) is equivalent to the state operator S0 from
Eq. (1.6.36) being a Gaussian state. The inequalities for Q, D in (1.6.41)
show how to reach this situation. Indeed the limiting case of equality in the
first of them is obtained exactly when both φ1 and φ2 are Gaussian states
so that V ar(Qk, φk)V ar(Pk, φk) = ~2/4. Using this in the second inequality,
and noting that equalities there can only hold for x = 1, it follows that the
two pointer variances must be correlated. This condition can be written in
two equivalent ways:

1

λ2
V ar(Q1, φ1) =

µ2

4
V ar(Q2, φ2)

1

µ2
V ar(P2, φ2) =

λ2

4
V ar(P1, φ1) (6.46)

This shows that minimal total noise can be achieved only if for both ob-
servables measured the additional noise due to the joint coupling equals
the original undisturbed unsharpness. With (1.6.46) applied to Gaussian
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functions φ1, φ2 the kernel Kqp(x, x
′) of Eq. (1.6.33) is readily seen to

factorize, and one obtains K00 = (2π~)−1
∣∣φGauss〉 〈ψGauss∣∣ and therefore

S0 =
∣∣φGauss〉 〈ψGauss∣∣.

In this case the state transformer (1.6.32) assumes a particularly simple form:

IX×Y (T ) = (2π~)−1

∫
X×Y
〈ψqp |Tψqp〉P [ψqp]dqdp (6.47)

This is a mixture of coherent states which depends on the initial state T
only via the weights, cf. Eqs. (1.4.16) and (1.5.23). Consider point-like
readings, that is, intervals X = [q0− δ, q0 + δ], Y = [p0− γ, p0 + γ] of lengths
small compared to the respective variances of ψqp. One may expect that for
a large class of states T the functions 〈ψqp |Tψqp〉 are slowly varying within
such intervals. (Indeed this can be achieved for any state by adapting the
interval lengths, cf. Section 1.5.3.3.) For such intervals one can approximate
the integration to obtain

IX×Y (T ) ' P [ψq0,p0 ] 〈ψq0,p0 |Tψq0,p0〉
4δγ

2π~
(6.48)

After normalization no mark is left of the original object state. On the con-
trary, the characteristics of the measurement scheme are ideally imprinted
into the system: its final state is localized at the point (q0, p0) indicated by
the reading, and the variances are exactly given by the measurement inaccu-
racies (1.6.39) This means that the measurement is quasi-preparatory in the
sense of Section 1.5.3.3. Moreover as noted in Section 1.4.1, this measure-
ment is (ε, δ)−repeatable.

The last property does not pertain to the more general non-Gaussian case of
our model. Still the measurement is quasi-preparatory for point-like readings
and for states which are slowly varying in phase space in a sense described
symbolically by V ar(Q,ϕ)� V ar(e), V ar(P, ϕ)� V ar(f). Thus in a situ-
ation where the measurement can be regarded as highly accurate, the system
is brought into states which reflect the outcomes in both the first and second
moments of the corresponding confidence functions. In this way the outcomes
refer to the object as its unsharp and only approximately real properties: one
can predict with any level of confidence the result of a subsequent measure-
ment to lie within an interval around the previous point reading provided the
interval is made sufficiently large. The remaining uncertainty corresponds to
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the indeterminateness of the position and momentum observables that is
irreducibly left in the final state of the object.

6.3 Classical limit

One would expect that being able to perform phase space measurements it
should also be possible to observe trajectories of microscopic particles. Thus
one may hope to achieve a detailed quantum mechanical understanding of
the formation of cloud or bubble chamber tracks. We shall show here that
within the present model necessary conditions for such quasi-classical mea-
surement behavior are good localization of the object and macroscopically
large inaccuracies contributed by the device.

6.3.1 Classical measurement situation

In contrast to the quasi-preparatory measurement described in the preceding
section, a classical measurement situation is characterized among others by
the possibility of observing a particle without necessarily influencing it. The
above phase space measurement model allows one to formalize this and some
further classicality conditions and to demonstrate their realizability. We shall
explicate four such requirements.

First, it should be admissible to think of the particle having extremely sharp
values of position and momentum. This cannot be meant in an absolute
sense but only relative to the scale defined by the resolution of the means of
measurement. (C1) Near value determlnateness.

V ar(Q,ϕ)� V ar(e) , V ar(P, ϕ)� V ar(f) (6.49)

This will be taken to imply that the functions φ
(λ)
1 and φ̂

(µ)
2 are slowly varying

over the lengths within which ϕ(q) and ϕ̂(q) are appreciably different from
zero, respectively. Such states shall be referred to as localized (in phase
space). Next, the position and momentum measurements should not disturb
each other when performed jointly. This can be controlled by the variances
(1.6.39) in terms of the condition that the additional noise terms should
remain negligible: (C2) Small mutual disturbance. V ar(e) ' V ar(e0) and
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V ar(f) ' V ar(f0); therefore

1

λ2
V ar(Q1, φ1)� µ2

4
V ar(Q2, φ2)

1

µ2
V ar(P2, φ2)� λ2

4
V ar(P1, φ1) (6.50)

This will again be taken to mean that the functions φ
(λ)
1 and φ̂

(µ)
2 should be

slowly varying over lengths in which φ
(µ)
2 and φ̂

(λ)
1 are noticeably different

from zero.

Third, in view of the uncertainty relation (1.6.42) for the measurement in-
accuracies it should be kept in mind that in a classical measurement the
imprecisions seem to be so large that no indication of Plancks constant can
ever be observed. (C3) No limit of accuracy. The position and momentum
measurement inaccuracies can be made arbitrarily small:

V ar(e)V ar(f)� ~2

4
(6.51)

Finally, since the properties to be measured are practically determinate, one
should expect that a measurement Will not necessarily disturb the System
but will merely register the corresponding values. This is to say that the
measurement should be approximately ideal and a fortiori approximately
value reproducible. (C4) Approximate ideality. Localized states (cf. (C1)]
should not be disturbed much in a joint position-momentum measurement.

IX×Y (P [ϕ]) ' P [ϕ] 〈ϕ |G(X × Y )ϕ〉 (for localized ϕ) (6.52)

These features are not mutually independent. It is evident that (C1) implies
(C3). The second property, (C2), gives somewhat more:

V ar(e)V ar(f) ≥ V ar(e0)V ar(f0)� ~2

4
(6.53)

This shows that mutual nondisturbance can only be achieved if from the
outset one starts with highly unsharp measurements. If the slow variation
properties expressed in (C1) and (C2) are taken together, they can be proven
to entail (C4); we shall not go into details here (cf. [6.8]) but mention only
that the sign ' in (1.6.52) is to be understood as an approximation with
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respect to the trace norm metric. The basic approximations are found to be
in the following steps:

Kqpϕ(x) =

∫
dx′√
2π~

φ
(λ)
1

(
q − 1

2
(x+ x′)

)
φ

(µ)
2 (x′ − x) e

i
~p(x−x

′)ϕ(x)

' φ
(λ)
1 (q − x)

∫
dx′√
2π~

φ
(µ)
2 (x′ − x) e

i
~p(x−x

′)ϕ(x)

= φ
(λ)
1 (q − x)

∫
dp′√
2π~

φ̂
(µ)
2 (p− p′) ϕ̂(p′)e

i
~xp
′

(6.54)

' φ
(λ)
1 (q − x)φ̂

(µ)
2 (p− 〈P 〉ϕ)ϕ(x)

' φ
(λ)
1 (q − 〈Q〉ϕ) φ̂

(µ)
2 (p− 〈P 〉ϕ)ϕ(x)

The first approximation is due to the slow variation of φ
(λ)
1 against φ

(µ)
2 (C2),

the second and third use the slow variations of φ̂
(µ)
2 and φ

(λ)
1 against ϕ̂ and ϕ,

respectively (C1). This shows, in particular, that the probability distribution
depends, in this limit, only on the first moments of position and momentum:

pϕ(q, p) = (2π~)−1 〈ϕ |Sqpϕ〉 '
∣∣∣φ(λ)

1 (q − 〈Q〉ϕ)
∣∣∣2 ∣∣∣φ̂(µ)

2 (p− 〈P 〉ϕ)ϕ(x)
∣∣∣2

(6.55)
The same sequence of approximations can be applied to determine the total
wave function (1.6.28) of the compound system to be

Ψ̂(x, ξ1, π2) ' φ1 (ξ1 − λ〈Q〉ϕ) φ̂2 (π2 − µ〈P 〉ϕ)ϕ(x) (6.56)

This seems to suggest that one simply would have to read off the shift of
the pointers in order to measure the expectation values of position and mo-
mentum of a single particle, without even changing its state. But it is quite
obvious from the assumptions underlying the approximations made that the
variances of the pointer observables are so large that one obtains only very
low confidence estimates of the peak shifts of φ1, φ̂2. Still one can give (not
too small) confidence intervals, in terms of a suitable phase space cell par-
tition, such that a localized state ϕ will be found, with high probability,
within a cell containing the point (〈Q〉ϕ, 〈P 〉ϕ). This confirms the value-
reproducibility of the quasi-classical measurement.

In the classical measurement situation described here, one is facing two kinds
of uncertainty which have to be interpreted quite differently. If one starts
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with a localized though otherwise unknown state, then it is a matter of sub-
jective ignorance what the true values (q0, p0) = (〈Q〉ϕ, 〈P 〉ϕ) of position and
momentum are. The measurement will give some (point-like) outcome (q, p)
most likely in a region around (q0, p0), in which the probabilities given by
(1.6.55) are non-negligible: |q−q0| ≤ n

√
V ar(e), |p−p0| ≤ n

√
V ar(f), with

n of the order of unity. Which result will come out is objectively undecided
as the unsharpnesses originate from the pointer indeterminacies. Hence with
respect to the state inference problem one is dealing with subjective uncer-
tainties, while predictions of future measurement outcomes are objectively
indeterminate.

The above considerations reveal the decisive role of Plancks constant ~ for
the classical limit of quantum mechanics in a new sense. Only with respect
to measuring instruments yielding macroscopic inaccuracies, Eq. (1.6.53),
is it possible to neglect the quantum mechanical restrictions and to make
approximate use of the classical physical language as laid down in (C1-4).
It is remarkable that the indeterminacy product V ar(Q,ϕ)V ar(P, ϕ) of the
object and, as will become apparent, the products V ar(Qk, φk)V ar(Pk, φk) of
the probe systems need not at all be small for classical measurements. Thus
one can conceive of measuring classical trajectories for microscopic particles.
This is in accord with the situation encountered in the Wilson cloud chamber
where elementary particles propagate along visible macroscopic paths. The
collapse of wave packets caused by the ionization of scattering molecules -
the microscopic probe systems - becomes negligible if the particles travel fast
enough to avoid any appreciable spreading of the packets. In addition the
ionization will not influence too much the particle as long as its energy is
high enough.

6.3.2 Approximately ideal measurements

It remains to be shown that the conditions (C1), (C2), and thereby (C3) and
(C4), can be fulfilled by suitable choices of the probe states φ1, φ2. This fol-
lows easily from a special scaling property of our model. As the computations
in Section 1.6.2 have shown, the state transformer and measured observable
will be the same in two models which are specified by the following choices
of coupling parameters, apparatus state, and pointer scales: (λ, µ), (φ1, φ2),

(EQ1(λX),EP2(µY )), or (1, 1), (φ
(λ)
1 , φ

(µ)
2 ), (EQ1(X), EP2(Y )). In other words

a change of the couplings with a corresponding rescaling of the pointers has
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the same effect as simply rescaling the apparatus state with appropriate pa-
rameters. This can be verified in an elegant way by interpreting the scale
transformations λ→ λ′, µ→ µ′ applied to Eq. (1.6.27) as unitary mappings
changing P1 into (λ′/λ)P1 and Q2 into (µ′/µ)Q2. It is due to the particular
form of the coupling operator that these two physically different rescaling
operations cannot be distinguished on the level of the object system.

The dependence of the state transformer and the observable on the coupling
parameters is explicitly determined in Eqs. (1.6.29) and (1.6.30). With this
at hand, one is in a position to confirm that the approximating conditions
(C1) and (C2) are self-consistent, can be realized, and do indeed lead to
(C4). This can be most easily illustrated at one stroke by considering a

simple special case. Let φ
(λ)
1 , φ

(µ)
2 be Gaussian states

φ
(λ)
1 (ξ1) =

(
λ2

π~

)1/4

exp

(
− 1

2~
λ2ξ2

)
φ̂

(µ)
2 (π2) =

(
µ2

π~

)1/4

exp

(
− 1

2~
µ2π2

)
(6.57)

By making λ, µ sufficiently large one can manage φ
(λ)
1 and φ̂

(µ)
2 to be slowly

varying against φ
(µ)
2 and φ̂

(λ)
1 , respectively. This ensures small mutual distur-

bance, (C2), and, in particular, Eq. (1.6.50). At the same time it becomes
evident that there will be a large family of object states ϕ which are local-
ized in the sense of comparably slow variations of φ

(λ)
1 against ϕ(q) and φ̂

(µ)
2

against ϕ̂(p). Then the approximations indicated in (1.6.54-56) can be actu-
ally carried out.

The confidence functions e, f are now also Gaussian functions. As can be
seen from the variances (1.6.39), an increase of λ, µ leads to larger values
of the undisturbed variances V ar(e0),V ar(f0) and to a decrease of the ad-
ditional noise terms. For sufficiently large λ, µ any further enlargement will
always increase the variances of e, f , and in this case the increase can be
interpreted as being due to a convolution operation with some suitable Gaus-
sian distributions. This is to say that the process of going to larger values of
λ, µ may be effected by coarse-graining the marginal unsharp position and
momentum observables.

Finally we illustrate the weakly disturbing or almost ideal character of the
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resulting measurement by a simulation for a Gaussian object state ϕ [6.8],

ϕ(q) = (π~σ)−1/4 exp

(
− 1

2~
1

σ2
(q − q0)2

)
(6.58)

with variances V ar(Q,ϕ) = (~/2)σ2, V ar(P, ϕ) = ~/(2σ2). Noting that

the variances of the pointer states (1.6.57) are V ar(Q1, φ
(λ)
1 ) = ~/(2λ2),

V ar(P2, φ
(µ)
2 ) = ~/(2µ2), one may realize both extreme cases investigated in

this section, that of a quasi-preparatory measurement by letting σ2λ2 � 1,
µ2/σ2 � 1 (a highly spread-out object state), and the weakly disturbing
measurement with the opposite choice σ2λ2 � 1, µ2/σ2 � 1 (a localized
object state).

The state transformations in both cases can be illustrated graphically by
plotting the Q−functions of the (normalized) states before (P [ϕ]) and af-
ter (TX×Y := IX×Y (T )/tr[IX×Y (T )] measurement. The plots displayed in
Figures 6.1-3 are based on the specifications

~ = 1 , σ = 1 , q0 = 4 (6.59)

The pointer unsharpnesses are indicated by means of error ellipses centered
around the coordinate origin. The object state is represented as a grey disc
with center point (4, 0). The rectangular box corresponds to the reading
intervals

X = [2, 6] , Y = [−6,−2] (6.60)

The plots provide a comparison of the initial and final object states for dif-
ferent values of the coupling constants λ, µ. Figure 6.1 shows a reference
case, λ = µ = 0.5, where the error ellipse, the object disc, and the reading
box are of comparable sizes. The initial Q−function is smeared and shifted
towards the box. In Figure 6.2 one has λ = µ = 3, which corresponds to a
strongly disturbing measurement: the Q−function is strongly smeared and
its peak is shifted close to the center of the box. This shows the preparatory
features of the measurement in this limit. Finally, choosing λ = µ = 0.1, as
indicated in Figure 6.3, one obtains a weakly disturbing measurement. The
shifts and smearing are quite small in this case so that the state is indeed
left nearly unchanged.
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The present model offers thus a continuous transition between the two ex-
tremes of nearly repeatable and nearly ideal measurements, and it becomes
once more evident that these two ideals fall apart into mutually exclusive op-
tions for unsharp observables, while in the case of sharp observables ideality
implies repeatability. Moreover the tight connection between the concepts
of repeatability and value re- producibility is also relaxed for unsharp ob-
servables. This means that one can perform measurements to detect nearly
sharp values without having to apply repeatable measurements which would
in general bring about strong disturbances. It is this tendency of the pairs
of concepts to become independent of each other which makes it possible to
realize quasi-classical measurement situations within quantum mechanics.
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7 Experiments

In the preceding chapters the representation of quantum observables as POV
measures has been elucidated mostly in theoretical and general operational
respects. We shall now investigate some concrete experimental setups, show-
ing how each of them determines a POV measure as the measured observable.
Thus it becomes clear that even under the most idealized circumstances the
observable actually measured is, as a rule, a smeared version of the sharp
observable that one perhaps intends to?measure. We start with a closer look
at the classic Stern-Gerlach experiment and conclude that it constitutes a
nonideal measurement of an atomic spin component. The second example
exhibits an informationally complete photon polarization measurement. In
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Section 1.7.3 we discuss a variety of quantum optical experiments. First the
number statistics of a single-mode electromagnetic field in a photodetector
of quantum efficiency ε are determined; then we investigate some first kind
measurements of the photon number via a two-mode coupling produced by
the optical Kerr effect. These examples serve to illustrate the dependence of
the actually measured number observable on the applied readout observable.
Next the photon-atom interaction in a cavity field is used in two Ways, either
for determining the photon number in a microwave cavity, or as a position
measurement of an atom passing through a standing light wave. The ques-
tions of measuring the phase and quadrature components of a single-mode
radiation field are addressed in Sections 1.7.3.4 through 1.7.3.7. The final
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section of this chapter is devoted to the wave-particle duality for photons.
Applying the Mach-Zehnder interferometer for a photon split-beam experi-
ment, it will be demonstrated on various levels of description that photons
may simultaneously though unsharply display wave and particle behavior.

7.1 Stern-Gerlach experiment

The Stern-Gerlach experiment furnishes a school example of a quantum me-
chanical measurement process. The coupling of the spin degrees of freedom
of an atom with its spatial degrees of freedom produced by a Stern-Gerlach
magnet is Well understood, and the resulting splitting of the atomic beam
is usually considered to afford the prototype of an ideal spin measurement.
Still we shall see that even under quite idealized conditions the actually mea-
sured spin quantity of an atom is rather an unsharp than a sharp observable.
Studying the behavior of the spin state of an atom in a Stern-Gerlach device,
one can exhibit the lack of ideality of the resulting spin measurement. In
Section 1.4.3.2 the spin-orbit coupling was found to afford another unsharp
spin measurement scheme.

Let a beam of silver atoms be sent into a Stern-Gerlach device, cf. Figure
1.2. The beam is split into two parts, the atoms found in the upper section
of the screen have spin up and those in the lower part spin down. This is
the simplified textbook picture of the experiment. We shall now investigate
what actually happens to the spin state and in which sense the device, when
equipped with an appropriate screen observable, constitutes a spin measure-
ment of the atom.

An appropriate realization of the Hilbert space of the atom is L2(R3)⊗ C2,
with L2(R3) and C2 accounting for its spatial and spin degrees of freedom,
respectively. Let B be the magnetic field produced by the Stern-Gerlach
device. It will be treated classically. The field acts on the atom via the
interaction

HSG = µ ·B , µ = µ0σ , µ0 =
gse

2mc
(7.1)

where µ ·B =
∑3

k=1Bk⊗µk, and it correlates the spin and the space degrees
of freedom of the atom. Assume that the field strength and gradient are
so strong that changes due to the free evolution of the atom are negligible
in comparison to the effect of the interaction as long as the particle is in
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the interaction region. In other words we apply the impulsive measurement
approximation. Suppose that the atom entering the device is initially in
a state φ ⊗ ϕ, with the spatial part φ fairly well localised relative to the
extension of the magnetic field region. Assume also that the interaction
between the device and the atom is confined to a finite region of the space,
the location of the magnetic field.

The initial state of the atom is transformed in the interaction according to

φ⊗ ϕ 7→ U(φ⊗ ϕ) =: Ψτ , U = e−iτµ·B (7.2)

with τ denoting the duration of the interaction. Monitoring some spatial
observable of the atom, say A, with the spectral measure EA, the measured
spin observable E ≡ EU,φ,A is determined by the condition

〈ϕ |E(X)ϕ〉 :=
〈
U(φ⊗ ϕ)

∣∣EA(X)⊗ IU(φ⊗ ϕ)
〉

(7.3)

which is stipulated to hold for all initial spin states go and for all possi-
ble value sets X of the monitoring observable A. Note that an appropriate
pointer function can be introduced without any complications when needed.

The question at issue is whether the Stern-Gerlach device can realize a mea-
surement of a component s3, say, of the atoms spin, that is, whether

Es3 = EU,φ,A (7.4)

for some U , φ, and A. Since the components of the spin are given by dis-
crete self-adjoint operators, like s3 = 1

2
P [ϕ+] − 1

2
P [ϕ−], the ideality of a

spin measurement already implies its equivalence to a von Neumann-Lüders
measurement of this quantity, cf. Sec. 1.2.3.5. In particular, the state
transformations associated with an ideal measurement of s3 are given by the
Lüders transformer

P [ϕ] 7→ P [ϕ±]P [ϕ]P [ϕ±] = | 〈ϕ± |ϕ〉 |2P [ϕ±] ≡ |c±|2P [ϕ±] (7.5)

with c± = 〈ϕ± |ϕ〉. The spin state of the atom, after passing the device, but
before reading the result, would therefore be the Lüders mixture

|c+|2P [ϕ+] + |c−|2P [ϕ−] (7.6)

We study first to what extent the properties (1.7.4)-(1.7.6) can be realized
by a Stern-Gerlach device.
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7.1.1 Ideal field.

Consider the simple case (which is actually inconsistent with Maxwells equa-
tions):

B = (B0 − bz)e3 (7.7)

The state of the atom after passing the field region is

Ψτ = e−iτµ0B3⊗σ3φ⊗ ϕ (7.8)

= c+φ+ ⊗ ϕ+ + c−φ− ⊗ ϕ− , c± = 〈ϕ± |ϕ〉

where ϕ± are spin eigenstates of s3 = 1
2
σ3, and the deflected wave functions

φ± are
φ±(q) = e∓iτµ0(B0−bz)φ(q) (7.9)

Writing these functions in the momentum representation

φ̃±(p) = e∓iτµ0B0φ̃(p∓ τµ0be3) (7.10)

shows that the inhomogeneous part of the magnetic field produces shifts of
magnitudes ∓τµ0b in the third component of the (center-of-mass) momen-
tum of the atom. Therefore it appears as if the two components of the state
separate, causing two distinguishable spots on the screen. In order to have
a strict spatial separation of the component wave functions φ+ and φ−, and
thus an ideal spin determination, one should have 〈φ+ |φ−〉 = 0. Given such
a pointer state φ, one may take any pointer observable A, with A(X)φ+ = φ+

and A(Y )φ− = φ− for some disjoint sets X and Y , to obtain an ideal spin
measurement. The most direct way would be to monitor the z−component
of the atoms momentum, A = P3, and to prepare the atom initially such
that, for instance, EP3(R+)φ+ = φ+ and EP3(R−)φ− = φ−. The obvious
difficulty with this is that one cannot prepare the atom in a state φ?which is
localized both in configuration and momentum space. It appears therefore
that the present scheme cannot constitute an ideal measurement of s3 in a
strict sense. In order to tackle the separation problem of the component wave
functions φ± and the related spin correlations in greater detail, we need to
study further the general structure of the measurement.

First of all one must introduce some screen observable representing the regis-
tration of atoms impinging on the screen. Suppose that the screen absorption
has 100% efficiency, independently of the momentum and the spin. Then lo-
calization in regions of the screen yields all available information so that the
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use of a localization observable instead of a proper screen observable will
be sufficient. We consider still an arbitrary monitoring observable A. The
actually measured spin observable E, determined by (1.7.3), is now

E(X) =
〈
φ+

∣∣EA(X)φ+

〉
P [φ+] +

〈
φ−
∣∣EA(X)φ−

〉
P [φ−] (7.11)

showing that E(X) is a projection operator only if the numbers
〈
φ+

∣∣EA(X)φ+

〉
and

〈
φ−
∣∣EA(X)φ−

〉
are either 0 or 1. Otherwise the measured observable

E is a smeared version of the sharp spin observable s3.

The moment operators of the measured observable are easily obtained from
(1.7.11). For instance its first moment is

E(1) :=

∫
Ω

xE(dx) = 〈φ+ |Aφ+〉P [φ+] + 〈φ− |Aφ−〉P [φ−] (7.12)

(provided that the vectors φ± are in the domain of A). This shows that on
the statistical level of first moments, the measured observable E appears as
a function of s3,

E(1) = f(s3) , f

(
±1

2

)
:= 〈φ± |Aφ±〉 (7.13)

Similarly the other moments of E are

E(k) = f (k)(s3) , f (k)

(
±1

2

)
:=
〈
φ±
∣∣Akφ±〉 (7.14)

(with the assumption that φ± are in the domain of Ak). It follows that in
general E(k) 6= (E(1))k, which is just another way of saying that the measured
observable is represented by a POV measure, and not by a PV measure.

The general structure of the ensuing state transformer I can be directly
computed, too:

IX(P [ϕ]) =
∑

k,l=+,−

plk(X)P [ϕk]P [ϕ]P [ϕl]

pkl(X) = 〈φk |A(X)φl〉 , k, l ∈ {+,−} (7.15)

This shows, first of all, that the spin states P [ϕ±] remain essentially un-
changed in the course of the measurement

IX(P [ϕ±]) =
〈
φ±
∣∣EA(X)φ±

〉
P [ϕ±] (7.16)
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the factor
〈
φ±
∣∣EA(X)φ±

〉
exhibiting its deviation from an ideal s3−measurement,

(1.7.5). Second, the spin state of the atom after it has passed the Stern-
Gerlach device is

IΩ(P [ϕ]) = |c+|2P [ϕ+] + |c−|2P [ϕ−]

+ {〈φ+ |φ−〉P [ϕ−]P [ϕ]P [ϕ+] + h.c.} (7.17)

This is the Lüders-mixture (1.7.6) only if 〈φ+ |φ−〉 = 0. However, as pointed
out above, such a choice is not feasible. Apart from this, for any φ and A, the
measurement is a first kind measurement of the actually measured unsharp
spin observable. Indeed the outcome probabilities for E are the same both
before and after the measurement: for each X and for each initial spin state
P [< ϕ],

〈ϕ |E(X)ϕ〉 = tr[IΩ(P [ϕ])E(X)] (7.18)

It may be remarked that the present scheme preserves also the outcome
probabilities of s3, even though it is not strictly speaking a measurement of
this quantity.

As evident from (1.7.11), the measured spin observable E is a smeared version
of the sharp spin s3. In order to make the unsharpness of E more transparent,
we write the spin effects E(X) in the form

E(X) =
1

2
ε(X)(I + e(X) · σ) (7.19)

with

ε(X) = p++(X) + p−−(X)

ε(X)e(X) = (p++(X)− p−−(X))(e)3 (7.20)

Similarly writing the initial spin state as P [ϕ] = 1
2
(I + t · σ), We obtain

IX(P [ϕ]) =
1

2
α(X)(I + nSG(X) · σ) (7.21)

where

α(X) = 〈ϕ |E(X)ϕ〉 =
1

2
ε(X)(1 + t · e(X))

nSG(X) = [2α(X)]−1 {e3[(p++(X)− p−−(X))

+ (p++(X) + p−−(X)− 2Re p+−(X))t · e3] (7.22)

+t[2Re p+−(X)] + t× e3[2 Imp+−(X)]}
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A direct computation shows that the norm of nSG(X) equals one exactly
when the incoming spin state P [ϕ] is either P [ϕ+] or P [ϕ−]; that is, IX(P [ϕ])
(when normalized) is a pure state if and only if the incoming spin state is a
spin-up or a spin-down state in the field direction.

The measurement defined by U , φ, and A is not a measurement of s3, and the
ensuing state transformer I is not a Lüders transformer of s3. For exhibiting
the lack of ideality it is instructive to compare the state transformations IX
with the Lüders transformer of the effects E(X),

IL,X(P [ϕ]) = E(X)1/2P [ϕ]E(X)1/2 =
1

2
α(X)(I + nL(X) · σ)

nL(X) = [2α(X)]−1 {e3[(p++(X)− p−−(X))

+ (p++(X) + p−−(X)− 2[p++(X)p−−(X)]1/2)t · e3] (7.23)

+t[2[p++(X)p−−(X)]1/2
}

This is of the same form as IX(P [ϕ]), the only difference being that p+−(X)
is here replaced by [p++(X)p−−(X)]1/2. It is this difference which guarantees
that IL,X(P [ϕ]) is always a pure state (modulo normalization). The vector
nL(X) is of the same form as nSG(X), but its norm is one.

To get an idea of the distribution of outgoing (unsharp) spin directions,
consider the case of a real Gaussian wave function φ, which gives rise to real
p+−(X). Then let us have a look at the following cases:

(a) If X is a narrow stripe centered at and symmetric under reflection at
the line z = 0, then p++(X) = p−−(X) ' p+−(X), and therefore

nSG(X) ' e3

[
1− p+−(X)

p++(X)

]
(t · e3 + t

p+−(X)

p++(X)
' t

E(x) ' p++(X)I (7.24)

Thus one obtains no information about the spin and the spin state
is practically left unchanged. For comparison we note that under the
same circumstances nL(X) ' t.

(b) If X is a stripe located at the upper peak, then typically p−−(X) �
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p+−(X)� p++(X). Assuming that t · e3 = 0, one obtains

nSG(X) ' e3

[
1− 2

p−−(X)

p++(X)

]
+ t2

p−−(X)

p++(X)
' e3

E(x) ' P [ϕ+] (7.25)

Also nL(X) ' e3. This is a good approximation to the desired result.
Similarly at the lower peak one is preparing spin down (nSG(X) '
−e3 ' nL(X)) to a good approximation. In the regions between the
peaks the outgoing spin is varying in the plane spanned by e3 and t.

(c) If the incoming spin state is the degenerate mixture T = 1
2
I, so that

t = 0, then the outgoing states IX(T ) have vectors

nSG(X) = nL(X) = e(X) and IX(T ) =
1

2
E(X) (7.26)

In this case the final spin state happens to coincide (up to a factor)
with the measured effect.

In order to come closer to a realistic read out process corresponding, to
a screen position observable, one has to take into account the fact that the
reading does not take place immediately after the atom has passed the Stern-
Gerlach device. Assuming that the extension of the atomic wave packet in
the direction of propagation towards the screen is small, there is a fairly well
defined time τ + t at which the atom reaches the screen and the localization
measurement takes place. Thus the state to be analyzed on the screen is

Ψt := e−itP
2/2MΨτ = c+φ+,tϕ+ + c−φ−,tϕ− (7.27)

Since the free evolution does not affect the spin part of the state, the structure
of the measured observable and the state transformer are the same as those
in Eqs. (1.7.11) and (1.7.15), but now with the time dependent coefficients

pkl(X) =
〈
φk,t

∣∣EA(X)φl,t
〉

, k, l ∈ {+,−}
φk,t = e−itP

2/2Mφk (7.28)

Taking A = Q3 it is clear that due to the spreading of the wave function
one cannot have φ±,t localized in any finite region of the screen, nor in its
upper or lower half planes. Therefore the actually measured observable E is
an unsharp observable and there is no partition of the screen such that the
associated discretized observable were a sharp one. The degree of unsharp-
ness can, however, be made arbitrarily small, as indicated by the above item
(b).
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7.1.2 Realistic magnetic field.

We consider next a more realistic description of the Stern-Gerlach magnetic
field that is consistent with Maxwells equations. The simplest choice is is

B = bxe1 + (B0 − bz)e3 ≡ (B1, B2, B3) (7.29)

Applying again the impulsive measurement approximation, the state of the
atom leaving the magnetic field region is easily computed. Denoting ω :=
µ0lB| = ω(q) we find

Ψτ (q) =

{
c+

[
1

2

(
1 +

B3

lB|

)
e−iωτ +

1

2

(
1− B3

lB|

)
eiωτ

]
+c−

[
−i B1

lB|
sin (ωτ)

]}
φ(q)ϕ+

+

{
c−

[
1

2

(
1 +

B3

lB|

)
eiωτ +

1

2

(
1− B3

lB|

)
e−iωτ

]
(7.30)

+c+

[
−i B1

lB|
sin (ωτ)

]}
φ(q)ϕ−

As a consistency check one may observe that putting B1 = 0 leads back to the
previous result (1.7.8-9). Assuming that |bx|/B0, |bz|/B0 � 1 and putting
ω0 = µ0B0 we have

Ψτ '
[
c+e

−i(ω0−µ0bz)τ + ic+
bx

B0

sin (ω0τ)

]
φ⊗ ϕ+

+

[
c−e

i(ω0−µ0bz)τ + ic−
bx

B0

sin (ω0τ)

]
φ⊗ ϕ− (7.31)

Comparing this state with (1.7.8-9), we see that if the inhomogeneous part

of the field is weak, the disturbing terms
(
∼ bx

B0

)
are small. In this case the

measured observable assumes the form

E ′(X) =
∑
k,l

p′kl(X) |ϕk〉 〈ϕl| (7.32)

where

p′++(X) =
〈
φ+

∣∣EA(X)φ+

〉
+ sin2 (ω0τ)

〈
φ1

∣∣EA(X)φ1

〉
p′−−(X) =

〈
φ−
∣∣EA(X)φ−

〉
+ sin2 (ω0τ)

〈
φ1

∣∣EA(X)φ1

〉
(7.33)

p′+−(X) = eiω0τ sin (ω0τ)[
〈
φ1

∣∣EA(X)φ−
〉

+
〈
φ+

∣∣EA(X)φ1

〉
]

p′−+(X) = (p′+−(X))
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and

φ1(q) = i
bx

B0

φ(q) (7.34)

A straightforward computation shows that the distance ‖E ′(X) − E(X)‖

between the effects (1.7.32) and (1.7.11) is of the order of

〈
φ

∣∣∣∣ ( bx
B0

)2

φ

〉
,

which can be made arbitrarily small. Thus the statistics of E can be approx-
imated by that of E within an error of the order of this quantity. In this
way we have reestablished the familiar result that the x−component of the
magnetic field, when weak, does not significantly disturb the measurement
of the z−component of the spin.

In order to further specify the influence of the B1−component of the Stern-
Gerlach field, we now assume that 〈φ |xφ〉 = 0 and we restrict our attention
to strip-shaped sets X on the screen. Then it follows that

〈
φ1

∣∣EA(X)φ±
〉

=
0 and therefore p′+−(X) = 0 so that E ′(X) becomes diagonal. Writing
E ′(X) = 1

2
α′(X)(I + e′(X) · σ), we find that

α′(X)e′(X) = (p++(X)− p−−(X))e3

α′(X) = p++(X) + p−−(X) + sin2 (ω0τ) 〈φ1 |A(X)φ1〉 (7.35)

The lengths of the vectors eX and e′X are measures of the unsharpness of
the spin properties E(X) and E ′(X). Thus we see that the x−component of
the magnetic field only produces an increase of unsharpness in the measured
spinz−component by an amount proportional to the quantity

〈
φ1

∣∣EA(X)φ1

〉
∼〈

φ

∣∣∣∣ ( bx
B0

)2

φ

〉
.

We could also study the state change due to the atoms passage through a
slit of shape X at the screen; to this end one must determine the outgoing
spin state I ′X(P [ϕ]) as above. Leaving the study of the general case to an
interested reader, we consider here only the case ϕ = ϕ+, and instead of a slit
we take again the stripes discussed above. With the ensuing simplifications
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one obtains

I ′X(P [ϕ]) = p++(X)P [ϕ+] + (p′++(X)− p++(X))P [ϕ−]

=
1

2
α′(I + n′(X) · σ) (7.36)

n′(X) =

[
2
p++(X)

p′++(X)

]
e3 (7.37)

This shows that even if the particle originally had spin up, after leaving the
magnetic field the spin state will be a mixture of spin-up and spin-down
components, since ‖n′(X)‖ < 1 due to the presence of B1. Moreover there is
a nonzero probability of registering some X in the lower half of the screen,
indicating that the incoming particle should have had spin down. In such
cases the outgoing particle even might have almost spin down (namely, if it
happens that p++(X) � p′++(X)) Yet for the expected’ outcomes (X close
to the location of the peak ofφ+ one has p′++(X) ' p++(X) and therefore
n′(X) ' e3; in this case the measurement is almost ideal, a property which is
essential for interpreting appropriate multiples of?the effects E ′(X) as nearly
sharp spin properties.

One could easily extend the above analysis even to more realistic Stern-
Gerlach fields B. But the study of the ideal cases (1.7.7) and (1.7.29) already
indicates that any step towards a more realistic description will only increase
the degree of unsharpness in the measured spin quantity, meaning that the
actually measured observable EU,φ,A resembles less and less the expected one,
s3, say. In the next subsection we shall briefly discuss more realistic screen
observables, a step which introduces yet another source of unsharpness in
the operational definition of spin in terms of the Stern-Gerlach device.

7.1.3 Proper screen observables.

Screen observables take into account the fact that detectors, or screens, do
not constitute an instantaneous space localization measurement but rather
are activated during some period of time, thus capturing appreciable fractions
of the impinging atoms [7.1, 3.10]. In the Stern-Gerlach experiment we may
assume the screen to be located in the plane y = 0; the wave function Ψτ =
φ+⊗ϕ+ +φ−⊗ϕ− leaving the magnetic field region undergoes free evolution
until it arrives at the screen. For simplicity we assume that the instant τ
lies in the remote past so that the following time integrals can be extended
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from −∞ to +∞. Further assuming the simple magnetic field (1.7.29) and
an initial preparation of the form φ(x, y, z, t0) = φ13(x, z, t0)φ2(y, t0), the
wave packet maintains this form for all times, especially for t ≥ τ . Then
the probability distribution for registering a particle in the region X of the
screen within the time interval t1, t2] = θ is given as the expectation value of
some screen effect F (X; θ) defined by the following:

〈Ψτ |F (X; θ)⊗ IΨτ 〉 = 〈φ+ |F (X; θ)φ+〉+ 〈φ− |F (X; θ)φ−〉 (7.38)

〈φ± |F (X; θ)φ±〉 = (2π)−3

∫
θ

f(t)

∫
X

|φ±13(x, z, t)|2dxdzdt

f(t) =
1

2πM

∣∣∣∣∫ +∞

−∞
|p2|1/2φ±2 (p2) exp

[
−i 1

2M
p2

2t

]
dp2

∣∣∣∣2
|φ±13(x, z, t)|2 = (2π)−2

∣∣∣∣∫ ∫
R2

φ±13(p1, p3) exp [−i(p1x+ p3z)]

×
[
−i 1

2M
(p2

1 + p2
3)

]
dp1dp3

∣∣∣∣2
With these equations the operator F (X; θ) is implicitly defined and it is seen
to be positive. Further one can show that its expectation values always lie
between 0 and 1 so that it is an effect. What is most important in the present
context is the fact that the first of the above equations gives rise to a spin
POV measure E ′′ on the screen (via 〈ϕ |E ′′(X)ϕ〉 := 〈Ψτ |F (X;R)⊗ IΨτ 〉),
which is precisely of the form of the E ′(X) obtained above. The only differ-
ence is that the monitoring observable A is now replaced by a POV measure
X 7→ F (X;R). Thus the simplified description of the screen measurement
given earlier shows already the essential features of the registration process
in the Stern-Gerlach experiment. However, it should be emphasized that in
addition to the dynamical contributions to the measurement noise already
incorporated in the discussions of subsections 1.7.1 and 1.7.2, the screen ob-
servable takes into account further unsharpness arising from the extension in
time of the registration process.

7.2 Informationally complete polarization measurement

We study next a simple photon polarization measurement based on a polarization-
dependent beam splitter followed by two analyzers placed in the reflected and
transmitted beam paths, respectively (Figure 7.1).
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The beam splitter will be characterized by complex transmission and reflec-
tion coefficients (amplitudes) th, tv, rh, rv, depending on the direction of the
incident plane polarization. These coefficients satisfy the usual normalization
conditions:

|th|2 + |rh|2 = 1 , |tv|2 + |rv|2 = 1 (7.39)

The thickness of the plate and the wavelength of the photons can be chosen
such that one has the following reality conditions for the amplitudes:

rh, rv real, and th, tv purely imaginary (7.40)

We shall restrict ourselves to this case. Also we will substitute th, tv with
ith, itv and treat th, tv as real numbers.

The description of the photon is based on the Hilbert space H = Hpol ⊗
Hprop where Hpol = C2 describes the photon polarization modes and Hprop

represents its modes of propagation. This particle picture for the photon
derives from the one- particle section of the Fock space. In the present
experiment it is enough to take into account only three modes of propagation
ki, kt, kr the incident, transmitted, and reflected modes, and the respective
normalized vector states |i〉, |t〉, |r〉 fromHprop. The plane polarization modes
parallel (resp. perpendicular) to the plane of incidence are represented by
normalized vector states |h〉 , |v〉 ∈ Hpol. Then an incident photon undergoes
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the following evolution:

ϕ⊗ |i〉 = [ah |h〉+ av |v〉]⊗ |i〉 7→
= [thah |h〉+ tvav |v〉]⊗ |t〉+ [rhah |h〉+ rvav |v〉]⊗ |r〉 (7.41)

≡ (T ϕ)⊗ |t〉+ (Rϕ)⊗ |r〉 ≡ Ψf

We shall identify the h and v modes with vectors e1, −e1 in the Poincare
sphere and write Te1 = Th, T−e1 = Tv. The polarization analyzers C, D are
assumed to be calibrated so as to measure the polarization properties T±c
and T±d, respectively (c,d ∈ S2). Let Pt, Pr, denote the projections onto the
vectors |t〉, |r〉. Then the detection process constitutes a measurement of a
sharp observable on H given by the set of pairwise-orthogonal projections on
H, T±c⊗Pt, T±d⊗Pr. The measured polarization observable is thus obtained
from the relations

〈ϕ |C±ϕ〉 := 〈Ψf |T±c ⊗ PtΨf〉 = 〈ϕ | T ∗T±cT ϕ〉
〈ϕ |D±ϕ〉 := 〈Ψf |T±d ⊗ PrΨf〉 = 〈ϕ |R∗T±dRϕ〉 (7.42)

with C± and D± denoting the resulting measured polarization effects.

For further analysis one may use the Poincare sphere representations of these
operators. First of all

T = thTh + tvTv =
1

2
t(I + ϑe1 · σ)

R = rhTh + rvTv =
1

2
r(I + ρe1 · σ) (7.43)

t = th + tv , ϑ = (th − tv)/t , r = rh + rv , ρ = (rh − rv)/r
The operators C± and D± are multiples of projections; thus they have the
form c±Tγ±, d±Tδ±. In fact a straightforward calculation yields

C± =
1

4
|t|2[1± 2Re(ϑ)c · e1 + |ϑ|2]Tγ±

D± =
1

4
|r|2[1± 2Re(ρ)d · e1 + |ρ|2]Tδ± (7.44)

Choosing c = e2, d = e3 and making use of the reality of the ts and rs, one
gets

C± =
1

4
|t|2[1 + |ϑ|2]Tγ± , γ± = (1 + |ϑ|2)−1[2ϑe1 ± (1− ϑ2)e2]

D± =
1

4
|r|2[1 + |ρ|2]Tδ± , δ± = (1 + |ρ|2)−1[2ρe1 ± (1− ρ2)e3] (7.45)
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Taking into account the normalization conditions for the ts and rs, one easily
verifies that the four positive operators C±, D± add up to the unit operator
of Hpol. To comply with the formal requirements of a POV measure, one may
introduce any set of four elements, e.g., {1, 2, 3, 4}, representing the readings
corresponding to the counts at C+, C−, D+, and D−. The mappings

1 7→ C+ , 2 7→ C− , 3 7→ D+ , 4 7→ D− (7.46)

define then uniquely an L(Hpol)−valued POV measure on the set F of subsets
of {1, 2, 3, 4}.

The above four-valued observable entails three two-valued coarse-grainings
of it, corresponding to the three different subalgebras of F :

{1, 3} 7→ E
(1)
+ = C+ +D+ =

1

2
(I + [thtve2 + rhrve3] · σ

{2, 4} 7→ E
(1)
− = C− +D− =

1

2
(I − [thtve2 + rhrve3] · σ

{1, 4} 7→ E
(2)
+ = C+ +D− =

1

2
(I + [thtve2 − rhrve3] · σ

{2, 3} 7→ E
(2)
− = C− +D+ =

1

2
(I − [thtve2 − rhrve3] · σ (7.47)

{1, 2} 7→ E
(3)
+ = C+ + C− =

1

2
[t2h + t2v]

(
I +

4ϑ

1 + ϑ2
e1 · σ

)
{3, 4} 7→ E

(3)
− = D+ +D− =

1

2
[r2
h + r2

v]

(
I +

4ρ

1 + ρ2
e1 · σ

)
By construction the resulting simple observables are coexistent. Therefore
the present experiment constitutes a joint measurement of three unsharp
polarization observables. It should be noted that the effects E

(k)
± are indeed

unsharp polarization properties.

An important feature of the joint observable constituted by the effects C+,
C−, D+, D− is its informational completeness. In fact a direct calculation
shows that the set {C+, C−, D+, D−} is informationally complete if and only
if the corresponding set of vectors {γ+, γ−, δ+, δ−} contains three linearly
independent vectors (cf. Sec. 1.5.2). We calculate

δ+ · (γ+ × γ−) = −8ϑρ(1− ϑ2)(1 + ϑ2)−1(1 + ρ2)−1 (7.48)
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which is nonzero provided that ϑ 6= 0, ρ 6= 0 and ϑ2 6= 1, or equivalently,
th 6= tv, rh 6= rv, and th 6= 0 6= tv, which can be easily satisfied. In this case
the informational completeness of the four-valued observable constituted by
the present polarization experiment is guaranteed.

Coexistence and informational completeness are features of physical observ-
ables which are familiar in classical physics but rare in quantum physics.
Our example provides an illustration of the price to be paid for obtaining
these classical properties: a set of noncommuting observables can be coexis-
tent only if these observables are unsharp, and an informationally complete
observable is necessarily an unsharp one.

7.3 Measurement schemes involving photons

Recent advances in experimental quantum physics have made it possible to
apply the basic photon-photon and photon-atom interactions as measure-
ment couplings in studying the properties of individual photons or atoms.
In this section we investigate several measurement schemes involving such
interactions. We determine, in each case, the actually measured observable,
which typically turns out to be a smeared version of the observable intended
to be measured. The study of the induced state transformers allows one to
estimate repeatability features and the degree of nonideality of the measure-
ments.

7.3.1 Photon counting and lossless beam splitter.

The number of counts N (per a given counting time) in a photodetector for
a single-mode radiation field is a random variable. For a detector with unity
quantum efficiency, N comprises a measurement of the number observable
N = a∗a =

∑
n |n〉 〈n| of the mode a in the sense that if T is its state, then

prob(N = n) = pNT (n) (7.49)

is the probability of detecting n photons. On the other hand if the quantum
efficiency e of the detector is less that one, the counting statistics is known
to be of the form

prob(N = n) =
∞∑
m=n

(
m

n

)
εn(1− ε)m−npNT (m) (7.50)
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showing that such a photodetector constitutes a measurement of an unsharp
number observable

n 7→ Eε
n :=

∞∑
m=n

(
m

n

)
εn(1− ε)m−n |m〉 〈m| (7.51)

It is equally well known that a photodetector with quantum efficiency e can
be modeled by a lossless beam splitter with transparency ε (or just by a two-
mode mixer with mixing strength ε) followed by a photodetector of unity
quantum efficiency (see Figure 1.3). We shall demonstrate that this scheme
leads to a definition of the unsharp number observable (1.7.51) by means of
the experimentally confirmed counting statistics (1.7.50).

A two-mode mixer models an interaction between any pair of modes of an
electromagnetic field (with the same frequency) that preserves the total num-
ber of photons in the mode pair but not in each mode separately. Denoting
the annihilation operators as a and b, the two-mode mixing operator is then

Uα = exp (ᾱa⊗ b∗ − αa∗ ⊗ b) (7.52)

with α = |α|eiϑ, cos |α| =
√
ε, 0 ≤ |α| ≤ π

2
, −π

2
< ϑ ≤ π

2
. It is unitary,

U−1
α = U∗α = U−α and transforms the annihilation operators of the two

modes into each other as follows

ã := U∗α(a⊗ I)Uα =
√
ε(a⊗ I) + eiϑ

√
1− ε(I ⊗ b)

b̃ := U∗α(I ⊗ b)Uα = e−iϑ
√

1− ε(a⊗ I) +
√
ε(I ⊗ b) (7.53)

Uα preserves the bosonic commutation relations of the modes a and b; in
particular, [ã, ã∗] = [b̃, b̃∗] = I. The most general transformation of the
form (1.7.53) preserving these commutation relations is given by the unitary
operator

C(ε, ϑt, ϑr) = exp [iϑt(a
∗a⊗ I − I ⊗ b∗b)]Uα (7.54)

where α = arccos (
√
ε)ei(ϑt−ϑr). It describes a lossless beam splitter with

transparency ε producing the phase shifts ϑt and ϑr, for the transmitted and
the reflected signals, respectively.

A two-mode mixer or a beam splitter changes the field state S according to
S 7→ UαSU

∗
α, or 7→ CSC∗, respectively. In particular if the two modes are

initially independent, with the states T and T ′, then

W := Uα(T ⊗ T ′)U∗α (7.55)
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is the state of the field after the mixing. Therefore the probability of detecting
n photons in the detector D (of unity quantum efficiency) is

pN⊗IW (n, 1) = tr[W |n〉 〈n| ⊗ I] (7.56)

When these statistics are interpreted with respect to the incoming a-mode
field, then, for each initial state T ′ of the b−mode, one obtains an observable
E ≡ ET ′;ε of the a−mode such that for every T and all n,

pET (n) := pN⊗IW (n, 1) = tr[T ⊗ T ′U∗α(|n〉 〈n| ⊗ I)Uα] (7.57)

A lossless beam splitter followed by an ideal photodetector defines exactly
the same observable as a two-mode mixer in this configuration.

We are now ready to determine the observable measured by a photodetector
with quantum efficiency ε. In this case the b−mode is taken to be in the
vacuum state T = |0〉 〈0|. The observable Eε ≡ E0;ε is obtained from the
detection statistics (1.7.57) by putting T ′ = |0〉 〈0|. In order to derive the
explicit form of the effects Eε

n, we use the identity [7.2]

Uα = exp (xa⊗ b∗) exp

(
−1

2
y(a∗a⊗ I − I ⊗ b∗b)

)
exp (−x̄a∗ ⊗ b) (7.58)

where x = (tan |α|)e−iϑ, y = −2 ln (cos |α|). A straightforward computation
gives

Eε
n =

∞∑
m=n

(
m

n

)
εn(1− ε)m−n |m〉 〈m| (7.59)

The measurement outcome statistics of this observable is the Bernoulli dis-
tribution (1.7.50). Moreover the first moment of Eε is readily found to be

N0
ε :=

∞∑
n=0

nEε
n = εN (7.60)

so that, in particular, 〈N0
ε 〉 :=

∑
npE

ε

T (n) = ε〈N〉 = 〈ã∗ã〉. We conclude that
the observable n 7→ Eε

n describes the photon counting of a single-mode field
with quantum efficiency ε. The effects Eε

n are projection operators exactly
when ε = 1, in which case Eε

n = |n〉 〈n|

?There is another interesting special case of the observables ET ′;ε, which
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arises from mixing the input signal with the local oscillator (the b−mode)
prepared in a coherent state T = |z〉 〈z|. As this observable is relevant in
the analysis of homodyne detection, Sec.1.7.3.6, we present it already here.
Evaluating Eq. (1.7.57) for this case leads to the observable Ez;ε[7.3]

Ez;ε
n = DxzE

ε
nD
∗
xz (7.61)

where Dxz is the displacement operator associated with the mode a according
to Eq. (1.3.189). The first moment of this unsharp number observable is
found to be:

N z
ε :=

∞∑
n=0

nEz;ε
n = εN + (1− ε)|z|2I +

√
ε(1− ε)(z̄a+ za∗) (7.62)

The last term describes the interference of the two signals entangled in the
detector or in the beam splitter. We note that if z is real, then N z

ε is propor-
tional to the field quadrature component aq, whereas for purely imaginary z
it is related to the conjugate quadrature ap.

As a final example we consider the case where the signal mode is mixed with
a Gaussian optical field. Such a field is known to describe, for instance, the
effect of thermal noise in photocounting [7.4]. The state T ′ is then the Gibbs
state Tβ = Z−1 exp (−βb∗b), where β is the Boltzmann inverse temperature
and Z =

∑
e−βn is the normalization constant. Writing this state in the

P−representation

Tβ =
1

π

∫
P (z) |z〉 〈z| d2z (7.63)

with P (z) = 〈b∗b〉−1
β exp (−|z|2/〈b∗b〉β) the observable Eβ;ε determined by the

detection statistics (1.7.57) obtains the form

Eβ;ε
n =

1

π

∫
P (z)Ez;ε

n d2z (7.64)

Note that in the limit of zero temperature this approaches the vacuum case
observable E0;ε. The first moment is again related to the number observable
N of the signal mode,

Nβ
ε :=

∑
nEβ;ε

n = εN + (1− ε)〈b∗b〉β (7.65)
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7.3.2 First kind measurements of the photon number.

We discuss next measurement schemes involving an interaction between two
field modes of the form

U = eiχ(N1⊗N2) (7.66)

Here N1 = a∗1a1 and N2 = a∗2a2 are the number observables of the modes and
χ is a coupling constant (including the counting time). This is the standard
form of an interaction employed for measuring observable N1, with the con-
jugate quantity of N2 suggesting itself as the pointer observable. Indeed U
effects a phase shift in the second (probe) mode proportional to the number
of photons in the first mode. The map (1.7.66) is used in quantum optics to
model the coupling of the two modes by means of an optical Kerr medium
or via four-wave mixing [7.5, 7.6].

A straightforward understanding of this scheme as an N1−measurement has
been somewhat obscured by the ambiguity in the choice of the conjugate
quantity of N2. For instance the quadrature component aq2 = i 1√

2
(a2 + a∗2) of

mode 2 as well as the sine-phase S2 = i
2
(V ∗2 − V2) of N2 have been used as

pointer observables in [7.5] and [7.6], respectively. However, in view of the
results of Sec. 1.3.5.1, it is natural to take the phase observable M2 (1.3.172)
for that purpose. We shall pursue some choices of pointers and explore the
implications of fixing different probe states. Measurement theory tells us
that the actually measured observable depends crucially not only on the in-
teraction but also on the pointer observable as Well as the initial probe state.
Therefore we start with a general description of the present scheme.

Let T2 be the initial state of the second mode and let F2 denote the pointer
observable (including a possible pointer function). The observable E of the
first mode which is measured by the scheme U , T2 and F2 is then determined
through the condition

tr[TE(X)] := tr[UT ⊗ T2U
∗I ⊗ F2(X)] (7.67)

which is to hold for all the initial states T of the first mode and for all value
sets X of the pointer observable F2. One obtains

E(X) =
∞∑
n=0

tr[T2e
−iχnN2F2(X)eiχnN2 ] |n〉 〈n| (7.68)
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This POV measure is a smeared version of the number observable N1, asso-
ciated with the confidence measure p(X,n) = tr[T2e

−iχnN2F2(X)eiχnN2 ]. The
corresponding state transformer is readily determined:

IX(T ) =
∑
m,n

tr[T2e
−iχnN2F2(X)eiχnN2 ] |n〉 〈n|T |m〉 〈m| (7.69)

The state of the first mode after the measurement (with no reading of the
result) is therefore

IΩ(T ) ≡ T f =
∑
m,n

tr[T2e
−χ(n−m)N2 ] |n〉 〈n|T |m〉 〈m| (7.70)

The dependence of the actually measured smeared number observable E on
the pointer observable F2 and the initial probe state T2 is apparent from
Eq. (1.7.68). Moreover (1.7.70) shows that the final object state T f can be
influenced to some extent by choosing different preparations T2. Finally one
finds that independently of the choice of F2 and T2, one always has

tr[TE(X)] = tr[T fE(X)] (7.71)

In other words the E−measurement in question is of the first kind. From
the general theory one can say, in addition, that this measurement could
be repeatable only if F2 were discrete, and this would not be sufficient, in
general.

The present scheme has been considered as a realization of a quantum non-
demolition measurement for the photon number. It does indeed fulfill some
such requirements: the number eigenstates are left unchanged, that is, if
T = |n〉 〈n|, then T f = T = |n〉 〈n|; also the observable intended to be
measured, the number, commutes with the free evolution Hamiltonian as Well
as with the measurement interaction. Yet the actually measured observable
is not N1 but a smeared version of it, given in (1.7.68). It is only on the level
of expectation values that one may speak of a measurement of (a truncated
version of) the number. Indeed the first moment of the observable E is

E(1) =

∫
xE(dx) =

∑
n

∫
xp(dx, n) |n〉 〈n|

=
∑
n

tr[T2e
−iχnN2F2(X)eiχnN2 ] |n〉 〈n| =: f(N1) (7.72)
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which in certain circumstances (e.g., restricted set of input states) can be
approximated by a linear function of N1.

The limited use of self-adjoint operators for the analysis of an experiment
becomes strikingly evident at this point: while the POV measure (1.7.68)
comprises the totality of all moments of the outcome statistics, this cannot be
said about the self-adjoint operator (1.7.72); in fact denoting the kth moment
operator of E as E(k), one must realize that E(k) 6= f(Nk) in general. Thus
one would need an infinity of self-adjoint operators in order to represent the
moments of all distributions as expectation values (cf. Sec. 1.2.2.5).

Next we specify the above formulas with reference to the pointer observable
being either a quadrature component aq2 or the phase observable M2. Other
pointers, such as the sine-phase S2, may be considered, but they do not
yield any essentially different features. Note that taking T2 to be a number
state leads to the trivial (constant) observable and no measurement at all.
It will turn out that coherent states with not too small amplitudes do lead
to satisfactory results.

Considering first the quadrature component aq2, we let F2 be its spectral
measure Eq

2 . Assume that the initial state T2 of the second mode is a coherent
state |z0〉 〈z0| such that 〈z0| aq2 |z0〉 = 0 and 〈z0| ap2 |z0〉 =

√
2p0; then the

measured observable (1.7.68) assumes the form

E(x) =
∑
n

〈
eiχnip0

∣∣Eq
2(X)

∣∣eiχnip0

〉
|n〉 〈n| (7.73)

We are facing here an unsharp measurement of a discrete quantity by means
of a continuous-scale readout observable. In fact the actually measured ob-
servable is a continuously smeared version of the number observable. Its first
moment is

E(1) = p0 sin (χN1) (7.74)

Since the measurement is of the first kind we find again that the average
of the first moment is the same in both the initial as well as the final state
of mode 1; hence 〈sin (χN1)〉T = 〈sin (χN1)〉T f = 〈E(1)〉T/p0. It therefore
appears as if the measured observable were the sine of the scaled photon
number N1. But this is only true on the level of expectation values. The
higher moments are not given as sink (χN1).
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Nevertheless one may consider the following approximation. Suppose that
one is interested only in states ϕ of mode 1 which are superpositions of the
first 1000 number states, say. If the parameter χ is taken to be of the order
10−5, say, then to a good approximation one has 〈ϕ|E(1) |ϕ〉 ' p0χ 〈ϕ |N1ϕ〉.

In order to visualize the phase sensitive measurement afforded by the pointer
aq2, we consider the phase space picture shown in Figure 7.2 below. Taking
a small value of χ, e.g., χ = 2π

m
, with m being a positive integer greater

than unity, one must choose a sufficiently large value of p0 so that the co-
herent states ξn := |eiχnip0〉 have negligible overlaps. In order to get a high
confidence for the inference from the pointer readings on the measured ob-
servable, one then should choose a partitioning (Xk) of the value space of Eq

2

such that every ξn is essentially localized in one of the corresponding phase
space slices. It is evident that due to the 2π−periodicity and the reflec-
tion symmetry with respect to the q−axis, there will be m distinct groups
of infinitely many contributions to the sum in (1.7.73) associated with the
m states ξn (n = 0, 1, ...,m − 1). Accordingly there are in groups of num-
ber states of mode 1 such that only members from different groups can be
distinguished by their measurement statistics.
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Turning to the second example we take the pointer F2 to be the phase ob-
servable M2 of Eq. (1.3.172). The state T2 shall be chosen as above, that is,
as the coherent state P [ξ0] := |ip0〉 〈ip0|. Then Eq. (1.7.68) gives

E(X) =
∞∑
n=0

〈ξ0 |M2(X − χn)ξ0〉 |n〉 〈n| (7.75)

It is instructive to discuss this case in some detail. In order to illustrate the
interpretation of a reading in the set X as an unsharp reading of the photon
number, let us consider a discretized version of E. To this end we assume
again that the parameter χ is a fraction of 2π, χ = 2π

m
. In view of Figure 7 .3

below it is plausible that for a sufficiently large value of the amplitude p0 the
coherent state ξ0 = |ip0〉 can be arbitrarily well localized in the slice spanned
by the angular interval X0 =

[
π − π

m
, π + π

m

)
of length 2π

m
in the sense that

〈ξ0 |M2(X0)ξ0〉 = 1− ε for some small ε. (It may be recalled that M2 is not
strictly localizable, that is, for any set X of measure less than 2π and any
state φ one has 〈φ |M2(X)φ〉 < 1).
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The sets Xn = X0 +n2π
m

, n = 0, 1, .....,m−1, constitute a partition of [0, 2π)
into disjoint intervals and gives thus rise to a corresponding partition of phase
space into angular slices as indicated in Figure 7.3. Introducing the stochastic
matrix pln := p(Xl, n) = 〈ξn |M2(Xl)ξn〉, with xin = eiχnN2ξ0 = |eiχnip0〉, one
obtains a discrete POV measure with the generating effects

El := E(Xl) =
∞∑
n=0

pln |n〉 〈n| (7.76)

Due to the periodicity property Xl + 2πk = Xl one has pl,n+km = pln, and
therefore

El =
m−1∑
n=0

pln

∞∑
k=0

|n+ km〉 〈n+ km| (7.77)

In view of the unsharp localization condition on ξ0, pll = 1 − ε and pln < ε
whenever l 6= n. Letting ε → 0, we therefore see that in the first sum of
(1.7.77) only the term pll survives so that the effects El becomes approxi-
mately projections,

El ' Pl :=
∞∑
k=0

|l + km〉 〈l + km| (7.78)

These projections generate a PV measure associated with a periodic function
of N1.

It is intuitively clear that a finer partition does not increase the amount of
information offered by this measurement scheme. The phase spread of the
pointer state ξ0 determines the resolution in separating the different groups
of number states labeled by n in (1.7.77). In fact if the first mode is prepared
in some number state |n0〉, then an outcome l would allow one to conclude
almost with certainty that n0 was one of the numbers l + km.

The first moment E(1) of the measured observable E is directly obtained from
(1.7.72), or also from (1.7.75):

E(1) = 〈M (1)
2 〉ξ0I1 + χN1 −

∑
n

2π〈M2(2π − χn, 2π)〉ξ0 |n〉 〈n| (7.79)

The last term is a periodic function of N1 if χ
2π

; is rational.
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We are now in a position to determine conditions under which the mea-
sured observable (1.7.77) (thus considering again the periodic case) can ap-
proach the sharp number observable. This happens when one is measur-
ing field states ϕ that are superpositions of the first m0 number states,
ϕ =

∑m0

n=0 cn |n〉, where m0 � m. In fact for such states one finds 〈ϕ |Elϕ〉 =∑m0

n=0 pln| 〈n |ϕ〉 |2 ' | 〈l ϕ〉 |2. In the last step we have used the approxima-
tion (1.7.78).

Finally it is interesting to note that for irrational values of χ
2π

the set of points
nχ[mod2π] is dense in the interval [0, 2π). This implies that the periodicity
of E and E(1) is lost, and the points nχ will be randomly distributed over
the sections of arbitrary partitions. Consequently one can obtain more and
more refined functions of N1 by taking increasingly finer partitions and larger
amplitudes p0 (assuring an appropriate resolution that keeps pll = 1−ε). We
may pictorially describe this situation by saying that ’a chaotic system en-
tails an infinite amount of information’.

The choice of the pointer observables aq2 and M2 in the the present measure-
ment scheme raises the important question whether there exist concrete mea-
surement devices associated with these observables. The problem of measur-
ing the phase is still an issue of vivid discussions in quantum optics. We shall
return to this topic in Sections 1.7.3.4 and 1.7.3.7. Similarly the quadrature
observables are usually said to describe homodyne detection, a. statement
which also requires further investigations (Sec. 1.7.3.6).

7.3.3 Measurement of the photon number in a microwave cavity.

It is possible to get information on the number of photons in a microwave
cavity by probing the field with an atomic beam. Such procedures have
been claimed to provide non-disturbing measurements of the corresponding
number observable [7.7-10].

We assume the cavity to be filled with a single-mode field, with number
observable N = a∗a; the Rydberg atoms used as probes are prepared in such
a way that only three energy levels are involved in the interaction. Before
entering the cavity the atom is brought into a superposition of two levels |1〉
and |2〉 (by means of a suitable periodic electric field E1 resonant with this
transition). Within the cavity an almost resonant interaction between levels
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|2〉 and |3〉 establishes a correlation between the atom and the field, without
allowing an absorption of a photon. After leaving the cavity the atom passes
again an intense electric field E2 and is then analyzed in an ionization counter
in order to determine whether the atom is in state |1〉 or |2〉 (Figure 7.4).

The effects of the electric fields on the probe atom are described by unitary
operators Rk(θk) = e−iθkJ

12
k , k = 1, 2, where J12

1 = 1
2
(|2〉 〈1| − |1〉 〈2|) and

J12
2 = − i

2
(|2〉 〈1| + |1〉 〈2|) are the inversion operators for the energy levels

|1〉 and |2〉. The cavity-atom interaction can be modeled as

U = exp
[
−iλN ⊗ J23

3

]
(7.80)

with the polarization operator J23
3 = 1

2
(|3〉 〈3| − |2〉 〈2|).

If TA is the initial state of the probe atom, then the state of the field-atom
system transforms under the interaction according to

T ⊗ TA 7→ W := I ⊗R2(θ2)U [T ⊗R1(θ1)TAR1(θ1)∗]U∗I ⊗R2(θ2)∗ (7.81)

=
∞∑

n,m=0

|n〉 〈n|T |m〉 〈m|R2(θ2)e−iλnJ
12
3 R1(θ1)TAR1(θ1)∗eiλmJ

12
3 R2(θ2)∗
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Therefore if F is the atomic observable to be used as the pointer, then the
measured field observable E is determined from the formula

tr[TE(X)] := tr[WI ⊗ F (X)] (7.82)

One finds

E(X) = (7.83)
∞∑
n=0

tr[R2(θ2)e−iλnJ
12
3 R1(θ1)TAR1(θ1)∗eiλnJ

12
3 R2(θ2)∗F (X)] |n〉 〈n|

Hence E is a smeared number observable. The state transformer determined
by this measurement is also easily obtained:

IX(T ) =
∑
m,n

tr[R2(θ2)e−iλnJ
12
3 R1(θ1)TAR1(θ1)∗eiλnJ

12
3 R2(θ2)∗F (X)]·

|n〉 〈n|T |m〉 〈m| (7.84)

In particular this gives

TΩ ≡ TΩ(T ) =
∑
n,m

tr[e−iλ(n−m)J12
3 R1(θ1)TAR1(θ1)∗] |n〉 〈n|T |m〉 〈m| (7.85)

which shows that
tr[TE(X)] = tr[TΩE(X)] (7.86)

for all T and X. In other words one is facing a first kind measurement of the
field observable E , the photon statistics remains undisturbed in the present
scheme.

The first moment of E is

E(1) =

∫
xE(dx) =

∑
n

〈F (1)〉TnA |n〉 〈n| (7.87)

where 〈F (1)〉TnA denotes the mean value of the pointer F in the n−conditioned

state of the atom T nA := R2(θ2)e−iλnJ
12
3 R1(θ1)TAR1(θ1)∗eiλnJ

12
3 R2(θ2)∗. Clearly

E(1) is a function of N .

The important question then is to choose the pointer observable F as well as
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the initial state TA of the atom such that the measured observable E gives
optimal information on the photon statistics in the cavity field. Without
trying to solve the optimization problem in its full generality, we take, first
of all, a physically realizable initial state for the probe atom: TA = |1〉 〈1|.
Then

E(X) =
∑
n

〈ψn |F (X)ψn〉 |n〉 〈n| (7.88)

with

ψn =

(
cos

θ1

2
cos

θ2

2
− i sin

θ1

2
sin

θ2

2
einλ/2

)
|1〉

−
(

cos
θ1

2
sin

θ2

2
+ i sin

θ1

2
cos

θ2

2
einλ/2

)
|2〉 (7.89)

This shows that a natural minimal choice of the pointer observable F is one
that distinguishes between the involved energy levels |1〉 and |2〉 of the probe
atom; the simplest realization being a three valued pointer

F1 = |1〉 〈1| , F2 = |2〉 〈2| , F3 = I − (|1〉 〈1|+ |2〉 〈2|) (7.90)

The measured cavity field observable is then

E1 =

(
cos2 θ1

2
cos2 θ2

2
+ sin2 θ1

2
sin2 θ2

2

)
I

+ 2 cos
θ1

2
cos

θ2

2
sin

θ1

2
sin

θ2

2
sin

(
λ

2
N

)
E2 =

(
cos2 θ1

2
cos2 θ2

2
+ sin2 θ1

2
sin2 θ2

2

)
I (7.91)

− 2 cos
θ1

2
cos

θ2

2
sin

θ1

2
sin

θ2

2
sin

(
λ

2
N

)
E3 = O

Fixing the phases θ1 = θ2 = π
2

one finds simply

E1 =
1

2

(
I + sin

λ

2
N

)
E2 =

1

2

(
I − sin

λ

2
N

)
(7.92)

E3 = O
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The state transformer of the measurement is also simplified,

I1(T ) =
1

4

(
I + iei

λ
2
N
)
T
(
I − e−i

λ
2
N
)

I2(T ) =
1

4

(
I − iei

λ
2
N
)
T
(
I + e−i

λ
2
N
)

I3(T ) = O (7.93)

IΩ(T ) =
1

2

(
T + e−i

λ
2
NTei

λ
2
N
)

which shows that the measurement remains nonrepeatable even with this
choice of the initial atomic state and the pointer observable.

Specifying still further the pointer observable to be Z = |1〉 〈1| − |2〉 〈2|, say,
one may determine the first moment of E:

E(1) = E1 − E2 = sin

(
λ

2
N

)
(7.94)

Thus from the point of view of expectation values the measured observable
looks like the sine of the number observable

〈E(1)〉T = 〈sin
(
λ

2
N

)
〉T = 〈Z〉F fA = 〈E(1)〉TΩ

(7.95)

where T fA is the final state of the atom. The last two equalities follow from
the condition (3.34) and the first kind property (1.7.86) of the measurement.

To summarize, in probing a single-mode cavity field with a Rydberg atom
initially in a state |1〉 and detecting in which of the two energy states |1〉 or |2〉
the atom finally is, one finds a two-valued field observable constituted by the
effects E1, E2 which are diagonal in the number state basis. Depending on
the parameters one may distinguish different number states by means of the
averages of E1, E2. For example, if λ < π

1000
, then the first 1000 number states

can be uniquely identified due to the one-to-one correspondence between n
and sin

(
nλ
2

)
for n ≤ 1000. If the effects are periodic functions of the sine

argument, which occurs for rational values of λ
2π

, then no unique statistical
distinction of the photon number states is possible. On the other hand for
irrational values of λ

2π
, arbitrary pairs of number states can be distinguished

according to the expectation values of E1. Returning to the level of first
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moments, Eqs. (1.7.95), we note that for the above choice of small parameters
the sine can be linearized, so that one obtains a truncated number observable
which is proportional to the pointer observable.

7.3.4 Phase distributions from number statistics.

Phase observables of a single-mode electromagnetic field were introduced in
Sec. 1.3.5.1 as observables that are covariant under the shifts generated
by the number observable. We have investigated various examples and in
Sec. 1.7.3.2 two of them were found to be quite useful pointer observables
in measuring the photon number of another mode. Moreover states with
fairly well defined phase, coherent and squeezed states, can be prepared.
Hence the quest for experimental procedures determining the phase is getting
more and more urgent and has been a subject of recent investigations [3.17].
Up to now no concrete measurement setup has been proposed that would
define a phase observable according to the probability reproducibility rule.
That phase statistics can be obtained as marginal distributions from joint
measurements of the field quadratures will be demonstrated in Sec. 1.7.3.7.
For the time being we describe a method of obtaining phase information from
the combined statistics of other measurements.

Consider the photodetection of a signal mode mixed with a local oscillator
prepared in a coherent state |z〉. If the quantum efficiency of the detector is
ε, then the measured observable Ez;ε is the smeared number observable n 7→
Ez;ε
n = DxzE

0;ε
n D∗xz of Eq. (1.7.61) The expectation value of this observable

in the input state T of the signal depends, in particular, on the strength |z|2
of the local oscillator, and it contains an interference term

√
ε(1− ε)[T (z̄a+

za∗)], see Eq. (1.7.62). This suggests that the interference pattern could be
used to gain information on the phase of the input signal. To achieve high
resolution the strength of the local field should be strong. However, in the
limit |z| → ∞, all the effects Ez;ε tend to the null operator weakly so that one
has to consider another limit allowed by the apparatus parameterε. Indeed
letting ε → 1 together with |z| → ∞ such that xz = u is a fixed complex
number, one has (1− ε)|z|2 = ε|x|2|z|2 = ε|u|2 and

Ez;ε
n → Du |n〉 〈n|D∗u =: Eu

n (7.96)

Thus a photodetection with an almost ideal photocounter of a single-mode
field mixed in the active part of the detector with a strong local oscillator
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defines a signal observable n 7→ Eu
n, where |u|2 = |x|2|z|2 describes the per-

centage of energy which the signal gains from the coherent pulse |z〉. The
first moment of this limiting observable is

Nu :=
∑

nEU
n = DuND

∗
u = N + |u|2I + (ua+ ūa∗) (7.97)

showing still a similar interference pattern as Eq. (1.7.62) In order to obtain
a reliable phase information on the signal we consider many of such pho-
todetection schemes with the ensuing number statistics pE

u

T (n) = tr[TEu
n],

labelled with u = xz ∈ C. Now for any fixed n one may collect all the
measurement outcome probabilities pE

u

T (n), u ∈ C, into a single probability
distribution on phase space

Z 7→ 1

π

∫
Z

pE
u

T (n)d2u , Z ∈ B(C) (7.98)

These probability measures define the (normalized) POV measure

A|n〉 : Z 7→ A|n〉(Z) :=
1

π

∫
Z

Du |n〉 〈n|D∗ud2u (7.99)

studied in Sec. 1.3.5.2. This is an unsharp joint observable for the quadra-
ture components of the signal mode. Unsharp quadrature observables as
well as unsharp number and phase observables were found as its marginals
with reference to the Cartesian and polar coordinates, respectively. In par-
ticular, A

|n〉
ph contains information on the phase of the input signal, see Sec.

1.3.5.2. We conclude that by collecting the number statistics from differ-
ent photodetection schemes, with the parameters ε, z one obtains the phase
distributionX 7→ tr[TA

|n〉
ph (X)] for each?possible number outcome n.

It should be emphasized that the probability measures (1.7.98), as they are
constituted here, do not correspond to a measurement of the observable
(1.7.99). They should rather be seen as a pattern that is encrypted in the
totality of statistics collected in the manifold of measurements labelled with
the parameter u.

7.3.5 Nondegenerate amplification and two-mode squeezing.

Besides the two-mode interaction Hα = iαa∗ ⊗ b − iκa ⊗ b∗ modeling the
beam splitter coupling (1.7.3.1), there is another basic two-mode coupling:

Hκ = iκ̄a⊗ b− iκa∗ ⊗ b∗ (7.100)
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Unlike Hα, this interaction does not conserve the total photon number Na⊗
I + I ⊗ Nb of the two modes but it conserves the difference of the photon
number in these modes, [Hκ, Na ⊗ I − I ⊗Nb] = O. Writing κ = reiϕ, with
0 ≤ r <∞, −π < ϕ ≤ π, we have

U ≡ Ur,ϕ := e−iHκ = exp [r(e−iϕa⊗ b− eiϕa∗ ⊗ b∗)] (7.101)

which is the two-mode squeeze operator. It transforms the annihilation op-
erators of the modes as

ã := U∗(a⊗ I)U = a⊗ I cosh r − I ⊗ b∗eiϕ sinh r

b̃ := U∗(I ⊗ b)U = I ⊗ b cosh r − a∗ ⊗ Ieiϕ sinh r (7.102)

The two-mode squeeze operator (1.7.101) is a basic tool in the theory of
squeezed states and it models, for instance, a nondegenerate parametric am-
plifier and a four-wave mixer [7.11] We consider the implications of the cou-
pling (1.7.101) within the POV measure description of some detection mod-
els, this time putting emphasis on the amplification process.

Suppose that the a−mode, the signal, is subjected to a two-mode squeezer,
getting thereby coupled with an idle b−mode. The state T of the signal is
then amplified,

T 7→ Φ(T ) (7.103)

the state Φ(T ) being defined by

tr[Φ(T )A] := tr[U(T ⊗ |0〉 〈0|)U∗A⊗ I] (7.104)

where A is any observable of the signal. Factorizing [7.12] the operator U as

U = exp (−xa∗ ⊗ b∗) exp (−y(Na ⊗ I + I ⊗Nb + I) exp (x̄a⊗ b) (7.105)

As an illustration, if the signal is in a number state T = |n〉 〈n|, then
the squeezer amplifies the signal state to a mixture of the number states
|n+ k〉 〈n+ k|, k = 0, 1, 2, ...., all with nonzero weights. We consider the
dual process of amplifying number states; that is, we determine the signal
observable resulting from detecting (with an ideal detector) the photon num-
ber of the signal after it has passed the squeezer. If T is the input state of
the signal, then tr[U(T ⊗ |0〉 〈0|)U∗ |n〉 〈n| ⊗ I] is the probability of detect-
ing n photons in the output port. Therefore the measured signal observable
E0;κ : n 7→ E0;κ

n is again the one satisfying the relation

pE
0;κ

T (n) = pN⊗IW (n) (7.106)
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for all T and n, with W := U(T ⊗ |0〉 〈0|)U∗. Due to the duality of states
and observables we have

E0;κ
n = Φ∗(|n〉 〈n|) (7.107)

where Φ∗ is the dual map of the amplification operation Φ. Therefore

E0;κ
n =

∞∑
k=0

1

k!
(tanh r)2ke−y(N+1)ak |n〉 〈n| (a∗)ke−y(N+1) (7.108)

The effects E0;κ
n constitute an unsharp number observable, which reduces to

the sharp number observable if the squeeze factor r is 0, in which case no
squeezing takes place.

The first moment of the observable (1.7.108) is determined to be

N0
κ :=

∑
nE0;κ

n = cosh2 (r(N + I) (7.109)

which shows that the average number of photons in the signal mode is in-
creased in the amplification:

〈N〉Φ(T ) = 〈N0
κ〉T ≥ 〈N〉T (7.110)

7.3.6 Homodyne detection.

The homodyne detector is a fundamental device suited for phase-sensitive
(single-mode) field measurements. Indeed the measured observables have
been commonly regarded to be the quadrature components of the field [7.13,7.14].
In such a detector, sketched in Figure 7.5, the signal field is coupled, via a
beam splitter, with a strong local oscillator, a single-mode field in a coherent
state, oscillating at the same frequency as the signal. The photocurrent from
the detector is then filtered to select the appropriate frequency component.
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In this configuration, the beam splitter, with transparency ε, followed by an
ideal photo(emissive) detector, defines the signal observable Ez;ε with the
effects (1.7.61):

Ez;ε
n = DxzE

0;ε
n D∗xz (7.111)

The first moment of this observable is

N z
ε :=

∞∑
n=0

nEz;ε
n = εN + (1− ε)|z|2 +

√
ε(1− ε)(z̄a+ za∗) (7.112)

Thus one shows that

1√
2

1

z
√

1− ε
tr[T (N z

ε − (1− ε)z2)]→ tr[Taq]

as z →∞, ε→ 1 such that z
√

1− ε→∞ (7.113)

where z is taken to be real. Removing the bias term (1 − ε)z2), normaliz-
ing with the factor z

√
1− ε, and letting the local oscillator strength grow

to infinity amounts to modeling the filtering process [7.13,7.14]. Hence the
homodyne detector constitutes, in the sense of expectation values, a measure-
ment of the quadrature aq. That this scheme does yield, in an appropriate
limit, a full measurement of the observable aq (the sense of all moments)
was shown in [7.14] using the method of characteristic functions. The Levy-
Cramer theorem [7.15] allows one to obtain the same result also for the POV
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measures. Indeed one can prove [7.16] that

Ez,ε(Xz,ε)→ E(X) (7.114)

as z →∞, ε→ 1 such that z
√

1− ε→∞, z(1− ε)3/2 → 0

where Xz,ε =
√

1− ε z(X −
√

1− ε z) and E is the PV measure associated
with a+ a∗. The limit must be understood in the sense of the weak conver-
gence of the ensuing probability measures, that is, for any T and for all X of
nonzero Lebesgue measure, tr[TEz,εE(Xz,ε)]→ tr[TE(X)] under the above
limit conditions.

Another important phase-sensitive measurement scheme is furnished by a
balanced homodyne detection (Figure 7.6).

Here again the (single-mode) signal field is coupled with a local oscillator
field by a beam splitter, this time with transparency 1

2
and phase parameter

ϑ = π
2
. The two output channels are then directed to a detector which mea-

sures the difference in the number of photons counted.

The detection observable is the difference of the photon numbers in the two
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arms of the apparatus:

N1 ⊗ I − I ⊗N2 =
∑
n1

n1 |n1〉 〈n1| ⊗ I −
∑
n2

n2I ⊗ |n2〉 〈n2| (7.115)

=
∑

n1, n2(n1 − n2) |n1〉 〈n1| ⊗ |n2〉 〈n2|

where we have defined

Ak :=
∑

n2≥max{0,−k}

|k + n2〉 〈k + n2| ⊗ |n2〉 〈n2| (7.116)

If W = Uα(T ⊗ |z〉 〈z|)U∗α, with α = iπ
4
, then the detection statistics pAW (k)

defines a signal observable E : k 7→ Ek such that

pET (k) := pAW (k) (7.117)

for all values k and for all initial states T of the signal. Using the decompo-
sition (1.7.57) of Uiπ

4
.; the observable E can be computed from (1.7.117):

Ek = e−|z|
2

eiz̄a2−Na/2 (7.118)∑
n2≥max{0,−k}

1

n2!
(
√

2z̄ + ia∗)n2 |k + n2〉 〈k + n2| (
√

2z − ia)n2 ·

2−Na/2e−iza
∗

The first moment of this observable is

E(1) :=
+∞∑

k=−∞

kEk = i(z̄a− za∗) (7.119)

which is proportional to ap or aq, for real or purely imaginary z, respectively.
Therefore, in the sense of expectation values, the measurement of the observ-
able E is equivalent to that of ap. In [7.17] it is argued that the difference
statistics can be smoothed into continuous distributions which in the limit
z → ∞ approach the probability distributions of ap. It can be shown that
the POV measure E does indeed tend to Ep in this limit [7.18].
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7.3.7 Joint measurement of the quadrature components.

The beam splitter can be applied to perform a joint measurement of the two
field quadrature components aq and ap of a one-mode signal. To see this
we write the two-mode coupling Uα in terms of these operators so that for
α = r ∈

(
0, π

2

)
, (a beam splitter with transmission ε = cos2 r and without

phase shift), we obtain

Ur = exp [ir(aq ⊗ bp − ap ⊗ bq)] (7.120)

The signal field and local oscillator, prepared in the states T and T ′, are
coupled in the beam splitter and enter then two detectors measuring the
quadrature components aq and bp, respectively (Figure 7.7).
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It turns out that the ensuing joint outcome statistics is that of a phase space
observable in the input state T . The operator in the exponent of (1.7.120) is
formally identical to the angular momentum component L3. This observation
makes it straightforward to evaluate the defining condition for the measured
observable G̃,

pG̃T (X × Y ) := pE
q⊗EP (X × Y ) = tr[Uα(T ⊗ T ′)U∗αEq(X)⊗ Ep(Y )] (7.121)

where Eq and Ep are the spectral measures of aq and ap. For simplicity we
shall consider the case of pure input states T = P [ϕ] and T ′ = P [ψ]. One
obtains 〈

ϕ
∣∣∣ G̃(X × Y )ϕ

〉
= 〈ϕ⊗ ψ |R∗rEq(X)⊗ Ep(Y )Urϕ⊗ ψ〉

=

∫
X×Y

∣∣∣U (b)
F Urϕ⊗ ψ(q, p)

∣∣∣2 dqdp (7.122)

=
1

2π

∫
Xr×Yr

dqdp 〈ϕ | ξqp〉 〈ξqp |ϕ〉

=: 〈ϕ |Gξ(Xr × Yr)ϕ〉

Here U
(b)
F denotes the Fourier-Plancherel operator with respect to the second

degree of freedom, and we have introduced the scaled sets Xr = X/ cos r
and Yr = Y/ sin r. Furthermore, ξqp denotes the phase space translate of the
(normalized) state function

ξ(y) :=
1√

tan r
ψ
(
− y

tan r

)
(7.123)

The accordingly rescaled observable is thus

Z 7→ Gξ(Z) =
1

π

∫
Z

d2z Dz |ξ〉 〈ξ|D∗z (7.124)

For the case of a vacuum input in the b−mode, one obtains [7.19] the
Q−distribution associated with the observable

Z 7→ G0(Z) =

∫
Z

|z〉 〈z| d2z (7.125)

It is important to note that one can choose ψ so as to have ξ be a number
state. One has thus found a class of measurement schemes yielding the
statistics for all the phase observables described in 1.3.5.2.
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7.3.8 Atomic position measurement.

When an atom passes through a standing light wave its position may get
correlated with the phase of the field. With a phase sensitive field measure-
ment one can therefore obtain information on the atoms localization along
the cavity axis (Figure 7.8).
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In order to corroborate this expectation with determining the measured ob-
servable, We follow the ideas presented in [7.20].

According to the most simplified picture, the atom is modeled by a two-
level system with one spatial degree of freedom, its Hilbert space thus being
L2(R)⊗C2. Furthermore only a single-mode field, with the number observ-
able N = a∗a, is taken into account. In the rotating wave approximation,
with a large detuning δ := ω0 − ωa of the atomic transition frequency ω0

from the cavity mode frequency ωa, the effective coupling between atom and
cavity field can be given as

U = exp (−iα cos2 (kQ+ ζ)⊗ σ3 ⊗N)) (7.126)

Here Q is the (center of mass) position of the atom (along the cavity axis), σ3

the Pauli spin operator, α = 2|g|2/δ and g is the coupling constant (the single
photon Rabi frequency). The field is assumed to be initially in a coherent
state |z〉.

In order to obtain information on the position of the atom relative to the
nodes and antinodes of the standing cavity wave, a phase-sensitive observable
F is to be applied as the pointer. To this end one may take any phase-
shifted quadrature observable eiϕNaqe−iϕN . For illustrative purposes we base
our analysis on the joint observable F = G0, Eq. (1.7.125). The field leaks
out of the cavity through the end mirror to produce a signal that can be
measured. If TA is the initial state of the atom, then the condition

tr[TAE(X)] := tr[U(TA ⊗ |z〉 〈z|)U∗I ⊗ I ⊗ F (X)] (7.127)

determines the atomic observable E measured with this arrangement. A
straight-forward calculation gives

E(X) =

∫
dEQ(q)⊗

∑
s=±1

|s〉 〈s|
〈
eisφqz

∣∣F (X)
∣∣eisφqz〉

=

∫
dEQ(q)⊗

∑
s=±1

|s〉 〈s| 〈z|G0(eisφqX) |z〉 (7.128)

Here we have introduced the shorthand notation

φq := α cos2 (kq + ζ) (7.129)
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The first line of (1.7.128) shows that the form of E does not significantly
depend on the choice of the pointer observable. In the second line we have
exploited the phase shift covariance of the phase space observable F = G0,
which is represented by a rotation of the complex set X ⊂ C. It is evident
that a correlation between the position of the atom and the Held can be
obtained only if the detection observable F is not invariant under the shifts
generated by the number observable; hence G0 is an appropriate choice.
The phase change induced by the atom depends on the vacuum light shift
α
2

cos2 (kq + ζ) and is independent of the number of photons in the cavity. If
the atom is initially in its ground state, TA = T ⊗ |−1〉 〈−1|, it also remains
so under the coupling. In this case the observable (1.7.128) reduces to

E(X) =

∫
dEQ(q) 〈z|G0(eiφqX) |z〉 =:

∫
p(X, q)dEQ(q) (7.130)

It follows that E is in fact a smeared (though non-covariant) position observ-
able. The degree of smearing and the resolution with which a phase change
can be detected depend crucially on the pointer and the amplitude of the
field |z|2.

We determine next the state transformer associated with this measurement.
In the position representation it assumes the form

IX(T ) =

∫
R
dq

∫
R
dq′ 〈z|G0(eiφqX) |z〉 〈q|T |q′〉 |q〉 〈q′| (7.131)

which still applies to any phase space observable A. One can immediately
confirm that for each T and X, tr[IXIΩ(T )] = tr[IIX(T )], that is, the mea-
surement is of the first kind: the probability for a particular reading is the
same before and after the measurement. Nevertheless the measurement is
not repeatable.

Next making use of the specific form of the observable G0, that is, G0(X) =
1
π

∫
X
|u〉 〈u| d2u, allows one to write the state transformer (1.7.131) as

IX(T ) =
1

π

∫
X

KuTK
∗
ud

2u (7.132)

where

Ku =

∫
R
dq
〈
u
∣∣ e−iφqz〉 |q〉 〈q| (7.133)
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To get an idea how this measurement scheme operates, we consider the ques-
tions of calibration and inference. First assume the state T is so well localized
in an interval around the point q0 that in (1.7.130) and (1.7.131) one may
replace φq with φq0 (as a crude approximation). Then one obtains

tr[TE(X)] ' 1

π

∫
dq 〈q|T |q〉

∫
X

d2u|
〈
u
∣∣ eiφq0z〉 |2

=
1

π

∫
X

d2u exp (−|u− eiφq0z|2) (7.134)

This probability will approach unity if X is an angular slice centered around
the ray containing the point eiφq0 and of width sufficiently large so as to
contain the bulk of the phase space distribution associated with the coherent
state |z〉. It is clear that the resolution can be increased indefinitely by
choosing large amplitudes |z|2. With the same crude approximation one
finds from (1.7.132) that the state T remains nearly unchanged (modulo
normalization), that is, IX(T ) ' T tr[TE(X)]. Thus localized states can be
used for calibrating this measurement procedure.

On the other hand given only the information that the state was localized
in some small interval, it is not possible to determine uniquely the location
of this interval from the measurement statistics. This is due to the periodic
dependence of the readout observable E on the position parameter via the
phase φq.

7.4 Wave-particle duality of photons

The which path experiments for photons and other quantum objects have
remained an issue of intensive experimental and theoretical investigations
throughout the history of quantum mechanics. The famous two-slit arrange-
ment, well known as a source of interference phenomena in classical light
optics, was quickly recognized as an excellent illustration of the nonobjectiv-
ity of quantum observables of individual systems. The more recent quantum
optical split-beam analogue provided by the Mach-Zehnder interferometer of-
fered the possibility of actually realizing the thought experiments that were
invented by Bohr and Einstein in their attempts to demonstrate the idea
of complementarity or to circumvent the measurement limitations due to
the uncertainty relations. The wave-particle duality for single photons has
been strikingly confirmed in a series of modern experiments [7.21-23]. We
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shall rederive the mutual exclusiveness of the particle and the wave behavior,
reflected in the two options of path determination and interference measure-
ments. Moreover both aspects can be reconciled with each other if one does
not require absolute certainty with respect to the path nor optimal interfer-
ence contrast.

To put the subsequent formulation of these features into its proper perspec-
tive, some general remarks are in order. The mathematical description of
the interference experiments is sufficiently simple so as to admit a fairly ex-
haustive account of the physical situation. It turns out that there is not just
one description but a variety of them, each yielding the same experimen-
tal figures but nevertheless leading to totally different (though equivalent)
mathematical representations and physical interpretations. In particular we
encounter illustrations of an instrumentalist account, a phenomenalistic de-
scription and a realistic picture of physical experiments. In the first case
one is only concerned with computing the counting frequencies, treating the
whole experimental setup as a black box with a variety of control parame-
ters. The second type of account acknowledges that there is an input system
influencing the black box, the measuring apparatus, and one may interpret
the counting statistics with respect to this input system. In both cases vary-
ing the control parameters amounts to specifying another measurement. It
is only in the third, realistic, account that the mathematical language uti-
lized matches the wordings used by the experimenters in devising the setup,
carrying out the preparations and measurements, and interpreting the out-
comes in terms of the prepared system. In effect, the other two approaches
also must base their way of computing on a certain interpretation; they do
introduce a splitting of the whole process into an observing and an observed
part (measurement performed after a preparation); but the cut is placed at
different locations, and this decision determines the ensuing mathematical
picture. In this way different degrees of reality are ascribed to the phe-
nomena, ranging from mere measurement outcomes over highly contextual
entities to something that may be considered as a kind of quantum objects.

7.4.1 Photon split-beam experiments.

Using the tools developed in the preceding sections we may now reanalyze
the photon split-beam experiments performed with a Mach-Zehnder inter-
ferometer. Figure 7.9 shows the scheme of such a device consisting of two
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beam splittersBS1(ε1) and BS2(ε2), with transparencies ε1 and ε2, reflecting
mirrors M1 and M2, and a phase shifter PS(δ), allowing for the variation of
the path difference between the two arms of the interferometer.

The detectors D1 and D2 are assumed to register the number of photons
N1 =

∑
n1 |n1〉 〈n1| and N2 =

∑
n2 |n2〉 〈n2| emerging from the second beam

splitter when a photon pulse is impinging on the first one. We shall assume
a single-mode input field in a state T , with Na = a∗a denoting its number
operator. The first beam splitter BS1(ε1) effects a coupling of this mode with
an idle single-mode field, with Nb = b∗b. It will be useful to consider first ar-
bitrary states T ′ of the b−mode, and only later fix it to be idle, T ′ = |0〉 〈0|.

The action of a beam splitter BS(ε) is given by a coupling of the form
(1.7.54),

Uα = exp [iϑ(Na ⊗ I − I ⊗Nb)] exp (ᾱa⊗ b∗ − αa∗ ⊗ b) (7.135)

with α = |α|eiϑ, cos |α| =
√
ε. The phase shifter PS(δ) acts according to

Vδ = eiδNa ⊗ I (7.136)

Therefore if T ⊗ T is the initial state of the two-mode field entering the
interferometer, then the state of the field emerging from the second beam
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splitter is
W := UβVδUα(T ⊗ T )U∗αV

∗
δ U
∗
β (7.137)

where α = |α|eiϑ1 , cos |α| =
√
ε1 and β = |β|eiϑ2 , cos |β| =

√
ε2. The

probability of detecting n1 photons in the detector D1 and n2 photons in the
detector D2 is thus

pN1⊗N2
W (n1, n2) = 〈n1, n2|W |n1, n2〉 (7.138)

In this reading the measured observable is the two-mode number observable
N1 ⊗ N2, and the measured system is the output field emerging from the
interferometer. The fields passage through the interferometer is treated as
an indivisible part of the preparation of the phenomenon to be observed,
and no attempt is made at analyzing the various stages of this process. All
adjustable variables, the two-mode input state, the transparencies, and the
phase shift, are treated on equal footing as control parameters of the black
box determining the preparation of the output state W which is subjected
to a counting measurement.

The counting probability (1.7.138) can equivalently be written as a mea-
surement outcome probability with respect to the input state T ⊗ T of the
two-mode field,

pET⊗T ′(n1, n2) := pN1⊗N2
W (n1, n2) (7.139)

the observable being now

E(n1, n2) := U∗αV
∗
δ U
∗
β(|n1〉 〈n1| ⊗ |n2〉 〈n2|)UβVδUα (7.140)

Here the interferometer is taken as a part of the measuring device, which
now serves to yield information on the input‘ state. Accordingly, the set
of variables mentioned above is split into two parts, the input state repre-
senting the preparation, and the interferometer parameters belonging to the
measurement. In order to realize wave or particle phenomena, one must take
into account, in this view, all the details of the experiment, including the
measuring system parameters. The particle or wave cannot be described as
an entity existing independently of the constituting measurement context.
In fact the input state alone does not determine whether the field passing
the interferometer behaves like a particle or a wave.

In order to find the explicit form of the POV measure (1.7.140), we note first
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that VδUα = Uα′Vδ, with α′ = eiδα. Next observe that the operators a ⊗ b∗,
a∗ ⊗ b, and 1

2
(Na ⊗ I − I ⊗ Nb) satisfy the standard commutation relations

of the generators of the group SU(2). Therefore for any α and β, there is a
γ such that

UαUβ = e
i
2
f(α,β)(Na⊗I−I⊗Nb)Uγ (7.141)

[7.2]. This allows one to write the observable E as

E(n1, n2) = Eε(n1, n2) := U∗γ (|n1〉 〈n1| ⊗ |n2〉 〈n2|)Uγ (7.142)

for an appropriate γ. It follows that the Mach-Zehnder interferometer acts
like a single beam splitter BS(ε), where

√
ε = cos |γ|, and γ = γ(α, β, δ). The

explicit form of the effective transparency ε shall be determined subsequently.

If the state T of the second mode is kept fixed, one may view the a−mode
alone as the input system. This step is necessary if one wants to represent
the idea that a light pulse, or even one photon, coming from one source
is subjected to an interferometric measurement. In that view the counting
statistics (1.7.139) define an observable F T ′,ε of this mode such that for any
T and for all n1, n2 one has

tr[TF T ′,ε(n1, n2)] := tr[T ⊗ T ′Eε(n1, n2)] (7.143)

If T ′ is a vector state, then this observable is just the Neumark projection of
Eε with the projection I ⊗ T ′:

F T ′,ε ≡ I ⊗ T ′EεI ⊗ T ′ (7.144)

Finally taking the second mode to be in the vacuum state, the explicit form
of this observable is obtained by a simple computation:

F 0;ε(n1, n2) =
(n1 + n2)!

n1!n2!
εn1(1− ε)n2 |n1 + n2〉 〈n1 + n2| (7.145)

The counting statistics of a single-mode light field sent through an inter-
ferometer define thus an observable of this field. This observable is a PV
measure exactly when ε = 0, or ε = 1. Any choice of the parameterε refers
to a different experimental arrangement consisting of BS1(ε1), BS2(ε2), and
PS(δ). As a rule they all give rise to different observables F 0;ε, which are
thus mutually exclusive in the trivial sense that any choice of ε1, ε2, and δ ex-
cludes another one. However, these observables all are mutually commuting.
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Nevertheless they reflect on a phenomenological level the wave-particle du-
ality of a single photon, as will become clear below. We call this description
phenomenological as the production of the wave or the particle phenomena
is described in terms of the instrumental tools, without making reference to
the behavior of the observed entity. The marginals F 0;ε

i , i = 1, 2, of the
observable F 0;ε are found to be of the form (1.7.59), the first marginal as-
sociated with the parameter ε, the second with the parameter 1 − ε. They
are mutually commuting observables as well, representing unsharp versions
of the number observable Na.

We consider next the case that the incoming a−mode is prepared in a number
state T = |n〉 〈n|. The probabilities (1.7.143) obtain then the simple form

pF
0;ε

|n〉 (n1, n2) = 〈n|F 0;ε(n1, n2) |n〉 (7.146)

=
(n1 + n2)!

n1!n2!
εn1(1− ε)n2δn,n1+n2

From these probabilities the conservation of photon number (energy) in the
interferometer is manifest: n input photons give rise to a total of n = n1 +n2

counts in the two detectors.

We are now ready to discuss the wave-particle duality for a single photon
input T = |1〉 〈1|. Formula (1.7.146) gives

〈1|F 0;ε(1, 0) |1〉 = ε (7.147a)

〈1|F 0;ε(0, 1) |1〉 = 1− ε (7.147b)

〈1|F 0;ε(n1, n2) |1〉 = 0 if n1 + n2 6= 1 (7.147c)

This case offers a particularly simple way of determining the dependence of
ε on the parameters of the interferometer:

ε = ε1ε2 +(1−ε1)(1−ε2)+2
√
ε1(1− ε1)ε2(1− ε2) cos (ϑ2 − ϑ1 − δ) (7.148)

There are three cases of special interest: ε1 variable, ε2 = 1; ε1 = ε2 = 1
2
;

and ε1 = 1
2
, ε2 variable. The first choice gives ε = ε1, the second ε =

cos2 1
2
(ϑ2 − ϑ1 − δ)], and the third ε = 1

2
[1 + 2

√
ε2(1− ε2) cos (ϑ2 − ϑ1 − δ)],

where the last equality is under the assumption that ϑ1 = ϑ2. Some of these
cases have been investigated experimentally, confirming thus the predicted
quantum mechanical probabilities (1.7.147) [7.21-23].
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The experiment with ε2 = 1 would allow one to decide from a single count
event whether ε1 was 1 or 0 if one of these values was given. This is inter-
preted as the calibration for a path measurement. If ε1 differs from these
values then, of course, the notion of a path taken by the photon is meaning-
less. But the very ability of the device to detect the path (if it was fixed)
destroys any interference. Next the statistics obtained in the case ε2 = 1

2

reproduce the expected interference pattern resulting from many runs of this
single-photon experiment. More precisely the interference disappears if ε1 is
0 or 1, which corresponds to the situation where the photon is forced to take
exactly one path. In this sense a precise fixing of the path destroys again
the interference. Maximal path indeterminacy, ε1 = 1

2
, gives rise to optimal

interference, while there is no way to get any information on the path when
ε2 = 1

2
. In this way we recover the wave-particle duality in Bohrs comple-

mentarity interpretation. There are mutually exclusive options for both, the
preparation, as well as the registration, of path or wave behavior.

In [7.24] a modified Mach-Zehnder interferometer, with ε1 = 1
2
, and vari-

able ε2, was introduced in order to test the detection probability 1
2
[1 +

2
√
ε2(1− ε2) cos δ]. This experiment was interpreted as providing simulta-

neous information on the two complementary properties of a photon. Indeed
letting ε2 vary from 1

2
to 1, one recognizes that the interference fades away

gradually from the pattern with optimal contrast, cos2
(

1
2
(ϑ2 − ϑ1 − δ)

)
, to

no interference at all, 1
2
. The experimentally realized case ε2 = 0.994 still

leads to a recognizable interference pattern ε = 1
2
(1+0.154cosδ)) even though

there is, loosely speaking, already a high (84%) confidence on the path of the
photon. In a suitable measure this situation was characterized by ascribing
98.2% particle nature and 1.8% wave nature to the photon. Unfortunately
in the present experiment [7.24] the incoming light pulses originated from a
laser so that no genuine single photon situation was guaranteed. That is,
the intensity was low enough to ensure, with high probability, the presence
of only one photon in the interferometer but the detection was not sensitive
to single counts.

The analysis carried out so far rephrases the common view that the detec-
tion statistics of single-photon Mach-Zehnder interferometry exhibit both the
wave-particle duality as well as the unsharp wave-particle behavior for single
photons.
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Note, however, that the language used here goes beyond the formal descrip-
tion that could be given in terms of the observables F 0;ε. An account based
solely on the latter is phenomenological in the sense that the relevant photon
observables F 0;ε, which pertain to the object under investigation, are mu-
tually commutative; hence on the object level there is no complementarity.
Only the various statistics for single photon input states show the comple-
mentary behavior in question. We shall change now our point of View to
show that the same statistics can also be interpreted on the basis of comple-
mentary observables.

To this end we redefine again the cut to be placed in the experimental setup
of Figure 7.10. Instead of taking the whole interferometer together with
the detectors as the registration device, we consider the first beam splitter
BS1(ε1) and the phase shifter PS(δ) as parts of the preparation device. The
object system is therefore the two-mode field prepared in a state

S := VδUα(T ⊗ T ′)U∗αV ∗δ (7.149)
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The detection statistics (1.7.138) can then be written as

pE
β

S (n1, n2) = pN1⊗N2
W (n1, n2) (7.150)

for the observable Eβ,

Eβ(n1, n2) := U∗β(|n1〉 〈n1| ⊗ |n2〉 〈n2|Uβ (7.151)

We restrict our considerations to the single photon case, T = |1〉 〈1|, T ′ =
|0〉 〈0|, so that the possible initial states of the two-mode field are the vector
states

ψα,δ := VδUα |10〉 =
√
ε1 |10〉+ e−i(ϑ1+δ)

√
1− ε1 |01〉 (7.152)

where, for instance, |10〉 = |(〉 1) ⊗ |0〉. Let P10 and P01 denote the one
dimensional projections |1〉 〈1| ⊗ |0〉 〈0| and |0〉 〈0| ⊗ |1〉 〈1| of the two-mode
Fock space. Then P10 + P01 projects onto the two-dimensional subspace
of the vectors (1.7.152) which we take to represent the object system to be
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investigated. Due to the number conservation under the unitary map Uβ, the
projection operators (1.7.151) commute with P10 +P01, so that the following
operators define a PV measure on the state space of the object system:

F 1,0;ε2(n1, n2) := (P10 + P01)Eβ(n1, n2)(P10 + P01) (7.153)

For the states (1.7.152) the observables Eβ and F 1,0;ε2 have the same expec-
tations, 〈

ψα,δ
∣∣F 1,0;ε2(n1, n2)ψα,δ

〉
=
〈
ψα,δ

∣∣Eβ(n1, n2)ψα,δ
〉

(7.154)

for all n1, n2 and for each α and δ. In particular this means that the observ-
able F 1,0;ε2 is, in fact, determined by the detection statistics.

The effects of Eq. (1.7.153) read as follows:

F 1,0;ε2(1, 0) = Eβ(1, 0) = P [U∗β |10〉] (7.155a)

= P [
√
ε2 |10〉+ e−iϑ2

√
1− ε2 |01〉]

F 1,0;ε2(0, 1) = Eβ(0, 1) = P [U∗β |01〉] (7.155b)

= P [
√

1− ε2 |10〉 − e−iϑ2
√
ε2 |01〉]

F 1,0;ε2(n1, n2) = O if n1 + n2 6= 1 (7.155c)

Also for any α and δ, 〈
ψα,δ

∣∣F 1,0;ε2(1, 0)ψα,δ
〉

= ε (7.156a)〈
ψα,δ

∣∣F 1,0;ε2(0, 1)ψα,δ
〉

= 1− ε (7.156b)〈
ψα,δ

∣∣F 1,0;ε2(n1, n2)ψα,δ
〉

= 0 if n1 + n2 6= 1 (7.156c)

with ε given by Eq. (1.7.148).

On the level of a statistical description the change of the viewpoint has
brought nothing new; the measurement outcome probabilities (1.7.156) are,
as they should, the same as those of Eq. (1.7.147), or just the detection statis-
tics (1.7.138). There is, however, an essential new aspect in the description.
All the photon observables are mutually complementary in the strong mea-
surement theoretical sense: these observables cannot be measured or even
tested together. In particular the F 1,0;ε2 observables F 1,0;1 and F 1,0; 1

2 asso-
ciated with the extreme choices ε2 = 1 and ε2 = 1

2
are complementary path
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and interference observables,

F 1,0;1(1, 0) = P10 (7.157a)

F 1,0; 1
2 = P

[
1√
2

(|10〉+ e−iϑ2 |01〉)
]

(7.157b)

In [7.24] a measurement of F 1,0;ε was interpreted as a joint unsharp deter-
mination of the complementary path and interference observables F 1,0;1 and
F 1,0; 1

2 . While the observable F 1,0;ε does entail probabilistic information on
the two complementary observables, it is a sharp observable, and cannot
therefore be considered to represent an unsharp joint measurement in the
sense of the general point of view followed in this text. In the next subsec-
tion two proposals are reviewed which do lead to such joint measurements as
can be read off from the ensuing POV measures.

7.4.2 Joint path-interference measurements for single photons.

We describe next an experimental scheme in which a Mach-Zehnder inter-
ferometer is again used for measuring an interference observable, but with
an additional component introduced that is capable of carrying out a non-
demolishing path determination. The experimental setup is sketched out in
Figure 7.10.
The new component is a Kerr medium placed in the second arm of the in-
terferometer, which will couple the b−mode field with a single-mode probe
field according to the interaction

UK = I1 ⊗ e−iλ(N2⊗N3) (7.158)

where N3 = c∗c is the number observable of the probe field. This coupling
will not change the number of photons of the interferometer field but it will
affect the phase of the probe field. Therefore analyzing the latter with a
phase sensitive detector D3 yields information on the number of photons in
the second arm of the interferometer. At the same time the detectors D1

and D2 register the number of photons N1 = a∗a and N2 = b∗b emerging
from the second beam splitter, exhibiting thereby the possible interference
pattern. Such a scheme was proposed in [7.25], where the homodyne (quadra-
ture) observable 1

2
(c∗ + c) was used as the readout observable for the probe

mode. In fact any phase observable conjugate to N3 would do as well.
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Let T , |0〉 〈0| and T ′ be the input states of the incoming photon pulse, the
b−mode, and the probe field. One is again facing the task of splitting the
whole experiment into an observed and an observing part, or into a prepa-
ration and a registration. Taken as a whole the state of the total field will
change in the Mach-Zehnder-Kerr apparatus according to

T ⊗ |0〉 〈0| ⊗ T ′ → W := UβUKVδUα(T ⊗ |0〉 〈0| ⊗ T ′)U∗αU∗KV ∗δ U∗β (7.159)

The probability of detecting n photons in the counter D1 and reading a value
in a set X in the homodyne detector D3 is therefore

pN1⊗I2⊗E
W (n, 1, X) = tr[W |n〉 〈n| ⊗ I2 ⊗ E(X)] (7.160)

where E is some (phase sensitive) readout observable of the third mode. For
simplicity we have omitted now the detector D2, since the statistics of D1

are already sufficient for indicating the possible interference phenomenon.
The detection statistics (1.7.160) can again be interpreted in various ways
with respect to the input state of an appropriate system. We consider the
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incoming?photon pulse, the a−mode, as the input system. The statistics
(1.7.160) then define, for each initial state T of the probe field, an observable
A0,T ′ associated with the a−mode field such that for all initial states T of
that mode and for all D1−values n and D3−values X

p0,T ′

T (n,X) := pN1⊗I2⊗X
W (n, 1, X) (7.161)

This observable is an enriched version of the first marginal F 0;ε
1 of the observ-

able (1.7.145). It depends on the whole variety of the apparatus parameters
|0〉 〈0|, T ′, α, β, δ, and λ. Unlike F 0;ε

1 , this observable contains direct infor-
mation on the dual aspects of a single photon. To see this we determine this
observable specifying the beam splitters to be semitransparent (ε1 = ε2 = 1

2

with ϑ1 = ϑ2 = π
2
, the case where one expects optimal interference. The

observable A0,T ′ is now found by direct computation:

A0,T ′(n,X) =
∞∑
m=0

(m+ n)!

m!n!
|m+ n〉 〈m+ n|

tr

[
T ′ sinn

(
δ

2
I3 −

λ

2
N3

)
cosm

(
δ

2
I3 −

λ

2
N3

)
e−i(m+n)λ

2
N3 (7.162)

E(X)ei(m+n)λ
2
N3 sinn

(
δ

2
I3 −

λ

2
N3

)
cosm

(
δ

2
I3 −

λ

2
N3

)]
One may go on to determine the marginal observables of A0,T ′ . The first one
is obtained by putting X = R:

A0,T ′

1 (n) =
∞∑
m=0

(m+ n)!

m!n!
|m+ n〉 〈m+ n| (7.163)

tr

[
T ′ sin2n

(
δ

2
I3 −

λ

2
N3

)
cos2m

(
δ

2
I3 −

λ

2
N3

)]
showing that A0,T ′

1 is an unsharp number observable. The second marginal

observable X 7→ A0,T ′

2 :=
∑

nA
0,T ′(n,X) is also directly obtained from

(1.7.162) but it is less straightforward to exhibit a simplifying expression
for it. However, this is not needed here since our primary interest is in the
case of the single photon input state T = |1〉 〈1|. For this state all the relevant
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probabilities are easily computed:

pA
0,T ′

|1〉 (0, X) = tr

[
T ′ cos

(
δ

2
I3 −

λ

2
N3

)
e−iλN3E(X)eiλN3 cos

(
δ

2
I3 −

λ

2
N3

)]
(7.164a)

pA
0,T ′

|1〉 (1, X) = tr

[
T ′ sin

(
δ

2
I3 −

λ

2
N3

)
e−iλN3E(X)eiλN3 sin

(
δ

2
I3 −

λ

2
N3

)]
(7.164b)

pA
0,T ′

|1〉 (0,R) = p
A0,T ′

1

|1〉 (0) = tr

[
T ′ cos2

(
δ

2
I3 −

λ

2
N3

)]
(7.165a)

pA
0,T ′

|1〉 (1,R) = p
A0,T ′

1

|1〉 (1) = tr

[
T ′ sin2

(
δ

2
I3 −

λ

2
N3

)]
(7.165b)

pA
0,T ′

|1〉 (N, X) = pA
0,T ′

|1〉 (0, X) + pA
0,T ′

|1〉 (1, X) = p
A0,T ′

2

|1〉 (X) (7.166)

=
1

2

(
tr[T ′E(X)] + tr[T ′e−iλN3E(X)eiλN3 ]

)
As a consistency check one may first observe that for λ = 0 the probabilities
(1.7.165) are just the single photon counting probabilities in a Mach-Zehnder
interferometer with ε1 = ε2 = 1

2
and ϑ1 = ϑ2 = π

2
. The introduction of the

Kerr medium (λ 6= 0) in the second arm of the interferometer affects these
probabilities with a T ′−dependent phase shift. Moreover the detector D3

allows one to collect the additional single-photon statistics (1.7.166) which
contain information on the path of the photon. It must be emphasized that
the a−mode observable A0,T ′ and the ensuing single photon probability mea-

sures pA
0,T ′

|1〉 do depend on the state of the probe field T ′as well as on the path-

indicating observable E. Up to this point no properties of T ′ or E are used,
and the problem is to choose these control parameters in such a way that the
probabilities (1.7.164-66) would provide a good interference pattern together
with a reliable path determination. Clearly if T ′ is a number state or E is
compatible with the number observable N3 there will be no path information
available from (1.7.166). On the other hand if E is any phase observable con-
jugate to the number observable N3, We have e−iλN3E(X)eiλN3 = E(X +λ),
which shows that it is possible to obtain information about the path; a pho-
ton traversing through the second arm of the interferometer leaves a track
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on the statistics of the second marginal A0,T ′

2 collected at the detector D3.
In [7.25] E was chosen to be the homodyne observable 1

2
(c + c∗) and T a

coherent or squeezed state.

We may again describe the whole experiment on the basis of the realistic cut
introduced in the preceding subsection, where the first beam splitter and the
phase shifter belong to the preparation device. We assume from the outset
that the b−mode is idle so that the prepared state S of the (a, b)−mode field
is

S := VδUα(T ⊗ |0〉 〈0|)U∗αV ∗δ (7.167)

From the counting statistics (1.7.160) one then obtains a unique observable
ET ′;ε2 of the (a, b)−mode field for any fixed input state T ′ of the probe mode:

pE
T ′;ε2 (n,X) = tr[S ⊗ T ′U∗KU∗β(|n〉 〈n| ⊗ I2E(X))UβUK ] (7.168)

For the explicit determination of this observable we shall only consider a
single photon input state T = |1〉 〈1| so that the object system is given again
by the subspace of states ψα,δ from Eq. (1.7.152). On that state space the
observable ET ′;ε2 reduces to the following one:

F T ′;ε2(n,X) := (P10 + P01)ET ′;ε2(n,X)(P10 + P01) (7.169)

Evaluation of Eq. (1.7.168) yields

ET ′;ε2(n,X) =
∑

n1,m1,n2,m2

|n1, n2〉 〈m1,m2| (7.170)

〈n1, n2|U∗β(|n〉 〈n| ⊗ I2)Uβ |m1,m2〉 tr[T ′eiλm1N3E(X)e−iλm2N3 ]

The observable (1.7.169) is obtained simply by carrying out the above sum
under the constraint n1 + n2 = m1 +m2 = 1:

F T ′;ε2(n,X) = |10〉 〈10| [ε2δn2 + (1− ε2)δn0]tr[T ′E(X)] (7.171)

+ |01〉 〈01| [(1− ε2)δn1 + ε2δn0]tr[T ′eiλN3E(X)e−iλN3 ]

+ |10〉 〈10|
√
ε2(1− ε2)eiϑ2(δn1 − δn0)tr[T ′E(X)e−iλN3 ]

+ |01〉 〈01|
√
ε2(1− ε2)e−iϑ2(δn1 − δn0)tr[T ′eiλN3E(X)]
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It is instructive to determine the marginal observables F T ′;ε2
2 (X) :=

∑
n F

T ′;ε2(n,X):

F T ′;ε2
1 (1) = |10〉 〈10| ε2 + |01〉 〈01| (1− ε2) (7.172a)

+ |10〉 〈01|
√
ε2(1− ε2)eiϑ2tr[T ′e−iλN3 ]

+ |01〉 〈10|
√
ε2(1− ε2)e−iϑ2tr[T ′eiλN3 ]

F T ′;ε2
1 (0) = |10〉 〈10| (1− ε2) + |01〉 〈01| ε2 (7.172b)

+ |10〉 〈01|
√
ε2(1− ε2)eiϑ2tr[T ′e−iλN3 ]

+ |01〉 〈10|
√
ε2(1− ε2)e−iϑ2tr[T ′eiλN3 ]

F T ′;ε2
2 (X) = |10〉 〈10| tr[T ′E(X)] + |01〉 〈01| tr[T ′eiλN3E(X)e−iλN3 ] (7.173)

It is obvious that irrespective of the choice of T ′ and the observable E, the
first marginal is a smeared interference observable, while the second one is
a smeared path observable. This shows that the device serves its purpose
to establish a joint measurement of these complementary properties. With
reference to the latter marginal it should be noted that neither T nor E may
commute with N3 since otherwise the phase sensitivity is lost. One may now
proceed to analyze Eqs. (1.7.172-173), showing that high path confidence will
lead to low interference contrast, and vice versa. Indeed an optimal interfer-
ence would be obtained if ε2 = 1

2
and if the numbers tr[E±iλN3T ′] were equal

to unity. But this requires T to be an eigenstate of N3, which destroys the
path measurement. On the other hand imagine that E is a phase observable,
X =

[
0, π

2

]
, and T ′ is chosen such that the number tr[T ′E(X)] is close to

unity. This can be achieved, e.g., for a coherent state with a large amplitude.
Such states have a slowly varying number distribution so that the modulus
of the complex numbers tr[E±iλN3T ′] is small compared to unity. But this is
to say that the first marginal observable is also close to a path observable,
thus yielding only low interference contrast.

There exists yet another scheme of a joint measurement of complementary
path and interference observables that is based solely on mirrors, beam split-
ters and phase shifters, as they were used in the original Mach-Zehnder in-
terferometer (Figure 7.11).
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Regarding again the first beam splitter and the first phase shifter as parts
of the preparation device, the residual elements constitute the measuring
instrument which now has four detectors. An explicit analysis of this experi-
ment with respect to a single-photon input has been carried out in [7.26] and
is found to be formally very similar to the example of Section 1.7.2; there-
fore we may restrict ourselves to a nontechnical summary. The detection
statistics give rise again to a unique observable of the object which now has
four outcomes. One may combine pairs of these outcomes to add them up
to three two-valued marginal observables. By a suitable adjustment of the
system parameters it is possible to ensure that two of these observables are
path and interference observables; moreover one may achieve conditions such
that the full detection statistics uniquely determine the prepared state; that
is, the measurement can be managed to be informationally complete. In par-
ticular the statistics would allow one to find out the values of α and δ. From
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the mathematical point of view it is interesting that in this experiment (as
well as in the polarization experiment of Section 1.7.2) the positivistic output
description corresponds to the minimal Neumark extension of the measured
object observable obtained in the realistic description, so that we are facing
here an experimental realization of this formal construction.

8 Epilogue

One may view the world with the p-eye
and one may view it with the q-eye but if one
opens both eyes simultaneously then one gets crazy.

Wolfgang Pauli in a letter to Werner Heisenberg, 19 October 1926

We hope to have demonstrated that one can safely open a pair of complemen-
tary eyes simultaneously. He who does so may even see more than with one
eye only. The means of observation being part of the physical world, Nature
Herself protects him from seeing too much and at the same time protects
Herself from being questioned too closely: quantum reality, as it emerges un-
der physical observation, is intrinsically unsharp. It can be forced to assume
sharp contours - real properties - by performing repeatable measurements.
But sometimes unsharp measurements will be both, less invasive and more
informative.
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